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Abstract. During what Vietnamese call the American War, Alexander
Grothendieck spent three weeks teaching mathematics in and near Hanoi.
Hoàng Xuân Sính took notes on his lectures and later did her thesis work
with him by correspondence. In her thesis she developed the theory of
‘Gr-categories’, which are monoidal categories in which all objects and
morphisms have inverses. Now often called ‘2-groups’, these structures
allow the study of symmetries that themselves have symmetries. After a
brief account of how Hoàng Xuân Sính wrote her thesis, we explain some
of its main results, and its context in the history of mathematics.

1. Introduction

The story of Hoàng Xuân Sính is remarkable because it combines dramatic
historical events with revolutionary mathematics. Some mathematicians make
exciting discoveries while living peaceful lives. Many have their work disrupted
or prematurely cut off by wars and revolutions. But some manage to carry out
profound research on the fiery background of history.

In war-torn Hanoi, Hoàng Xuân Sính met the visionary mathematician
Alexander Grothendieck, who had visited to give a series of lectures—in part
as a protest against American aggression. After he returned to France, she did
her thesis with him by correspondence, writing it by hand under the light of
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a kerosene lamp as the bombing of Hanoi reached its peak. In her thesis she
established the most fundamental properties of a novel mathematical structure
that takes the concept of symmetry and pushes it to new heights, making
precise the concept of symmetries of symmetries. She then traveled to Paris to
defend her thesis before some of the most illustrious mathematicians of the era.
After returning to Hanoi, she set up the first private university in Vietnam!
But our story here is about her thesis.

In 1951, Hoàng Xuân Sính completed her bachelor’s degree in Hanoi. She
then traveled to Paris for a second baccalaureate in mathematics. She stayed in
France to study for the competitive examination for civil service at the Univer-
sity of Toulouse, which she completed in 1959. Then she returned to Vietnam
and taught mathematics at the Hanoi National University of Education.

In late 1967, when the U.S. attacks on Vietnam were escalating, some-
thing surprising happened. Grothendieck visited Vietnam and spent a month
teaching algebraic geometry to the Hanoi University mathematics department
staff. Hoàng Xuân Sính took the notes for these lectures. Because of the
war, Grothendieck’s lectures were held away from Hanoi, first in the nearby
countryside and later in Đại Từ.

Hoàng Xuân Sính asked Grothendieck to be her thesis supervisor, and he
accepted. After he returned to France, she continued to work with him by
correspondence. She later wrote [27]:

If I remember correctly, he wrote to me twice and I wrote to him
three times. The first time he wrote to me was to give me the sub-
ject of the thesis and the work plan; the second is to tell me to drop
the problem of inverting objects if I can’t do it. As for me, I think
I wrote to him three times: the first was to tell Grothendieck that
I couldn’t invert objects because of the non-strict commutativity;
the second is to tell him that I succeeded in inverting objects; and
the third is to tell him that I have finished the job. The letters had
to be very short because we were in time of war, eight months for
a letter to arrive at its destination between France and Vietnam.
When I finished my work in writing, I sent it to my brother, who
lives in France, and he brought it to Grothendieck.

According to the website of Thang Long University, her two main impressions
from her contacts with Grothendieck were these:

1. A good teacher is a teacher who turns something difficult into something
easy.

2. We should always avoid anything that is fictitious, live in accordance to
our own feelings and value simple people.
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She finished her thesis in 1972. Around Christmas that year, the United
States dropped over 20,000 tons of bombs on North Vietnam, mainly Hanoi.
So, it is not surprising that she defended her thesis three years later, when the
North had almost won. But she mentions another reason for the delay [45]:

I was a doctorate student during wartime, bombs and bullets. Back
then, I was teaching at Hanoi National University of Education; the
school did not provided a way to take leave to study for a doctorate.
I taught during the day and worked on my thesis during the night
under the kerosene lamp light. I wrote in French under my distant
teacher’s guidance. When I got the approval from France to come
over to defend, there were disagreeable talks about not letting me
because they was afraid I wasn’t coming back. The most supportive
person during the time was Lady Hà Thị Quế—President of the
Vietnamese Women Coalescent organization. Madame Quế was a
guerilla, without the conditions to get much education, but gave
very convincing reasons to support me. She said, firstly, I was 40
years old, it is very difficult to get a job abroad at 40 years old,
and without a job, how can I live? Second, my child is at home,
no woman would ever leave her child... so comrades, let’s not be
worried, let her go. I finished my thesis in 1972, and three years
later with the help and struggle of the women’s organization, I was
able to travel over to defend in 1975....

After finishing her thesis, she went to France to defend it at Paris Diderot
University (also called Paris VII). Her thesis committee included not only
Alexander Grothendieck but also some other excellent mathematicians:

• Henri Cartan (a member of Bourbaki famous for his work on sheaf theory,
algebraic topology, and potential theory),

• Laurent Schwartz (famous for developing the theory of distributions),

• Michel Zisman (best known for his work on the “calculus of fractions” in
category theory),

• Jean-Louis Verdier (a former student of Grothendieck who generalized
Poincaré duality to algebraic geometry).

Her thesis defense lasted two and a half hours. Soon thereafter she defended
a second thesis, entitled The Embedding of a One-dimensional Complex in a
Two-dimensional Differential Manifold.
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But it is her first thesis that is our concern here. Its title was Gr-catégories.
But what are Gr-categories, and why are they so important? I will give a quick
answer here, and a more detailed one in the rest of the paper.

Throughout science and mathematics, symmetry plays a powerful simplify-
ing role. This is often formalized using group theory. However, group theory is
just the tip of a larger subject that could be called ‘higher-dimensional group
theory’. For example, in many contexts where we might be tempted to use
groups, we can use a richer setup where in addition to symmetries of some ob-
ject, there are higher levels of structure: symmetries of symmetries, symmetries
of symmetries of symmetries, and so on.

For example, if we are studying the rotational symmetries of a sphere, we
usually describe a rotation as a special sort of 3 × 3 matrix. But we can also
consider a continuous path of such rotation matrices, starting at one rotation
matrix and ending at another. Such a path may be considered as a symmetry
going between symmetries.

We can continue this pattern to higher levels by considering continuous
1-parameter families of continuous paths of rotation matrices, which describe
symmetries of symmetries of symmetries, and so on. But there is already
a fascinating world to discover if we stop at the second level. This is what
the concept of Gr-category formalizes. Gr-categories got their name because
they blend the concepts of group and category : a Gr-category is a category
that resembles a group. The objects of a Gr-category can be thought of as
symmetries, and the morphisms as symmetries of symmetries.

In Section 2 we describe a key prerequisite for the theory of Gr-categories,
namely ‘monoidal categories’, and a bit of the history of this concept, which was
still fairly new when Hoàng Xuân Sính wrote her thesis. In Section 3 we explain
Gr-categories and Hoàng Xuân Sính’s fundamental theorem classifying these.
Then we turn to examples of Gr-categories. In Section 4 we discuss ‘strict’
Gr-categories, where the associative law and unit law hold as equations rather
than merely up to isomorphism. We explain how to get strict Gr-categories
from ‘crossed modules’ and use this to give many examples of Gr-categories.
In Section 5 we give examples of what could be called ‘abelian’ Gr-categories,
which Hoàng Xuân Sính called ‘Pic-categories’ after the mathematician Émile
Picard. In Section 6 we describe how Gr-categories arise in topology, and give
more examples using these ideas. In Section 7 we give a tiny taste of how
Gr-categories—now called ‘2-groups’—have made an appearance in theoretical
and mathematical physics. Finally, in Appendix A we give some definitions
concerning monoidal and symmetric monoidal categories, allowing us to state
some of Hoàng Xuân Sính’s results more precisely.
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2. Monoidal categories

Hoàng Xuân Sính’s work on Gr-categories is part of the trend toward ‘cat-
egorification’: taking familiar structures built using sets and finding their ana-
logues built using categories. As we shall see, a Gr-category is a category that
resembles a group. But a crucial subtlety is that a Gr-category has inverses at
two different levels: both the objects and morphisms have inverses! The objects
describe symmetries, while the morphisms describe symmetries of symmetries.

To define Gr-categories we should start with monoidal categories. A monoidal
category is a category that resembles a monoid. A bit more precisely, a
monoidal category is a category M with a tensor product

⊗ : M×M→ M

and a unit object I ∈ M, obeying the associative and unit laws up to specified
isomorphisms, which in turn must obey some laws of their own. Given this, a
Gr-category is a monoidal category in which every morphism and every object
has an inverse. Here a morphism f has an inverse if there is a morphism f ′

such that f ◦ f ′ and f ′ ◦ f are identity morphisms. Similarly, an object g in a
monoidal category has an inverse if there an object g′ such that g⊗ g′ ∼= I and
g′ ⊗ g ∼= I.

Now that monoidal categories are well-understood, the definition of Gr-
category seems simple and natural. However, monoidal categories were still
quite new when Hoàng Xuân Sính wrote her thesis, and she did even not
call them that. In 1963, Bénabou published a short paper containing a pre-
liminary version of monoidal categories under the name of ‘catégories avec
multiplication’ [5]. Also in 1963, Mac Lane published a paper correcting an
important problem with Bénabou’s definition and giving the modern definition
[30]. However, at this time Mac Lane called monoidal categories ‘bicategories’.
Ironically, this term is now used for a very different concept introduced later
by Bénabou [6]. According to Mac Lane [34], it was Eilenberg who coined the
term ‘monoidal category’. It seems to have first appeared in a paper by Eilen-
berg and Kelly [15]. Hoàng Xuân Sính does not cite Mac Lane’s 1963 paper.
For her terminology on monoidal categories, she refers to the thesis of Neantro
Saavedra-Rivano, another student of Grothendieck [40, 41].

But let us see how Bénabou handled the concept of ‘category with multi-
plication’, and how Mac Lane’s important correction plays a key role in Hoàng
Xuân Sính’s work. First, Bénabou demanded that a category with multiplica-
tion have a functor

⊗ : M×M→ M.
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We call this functor the tensor product, and write ⊗(x, y) = x ⊗ y and
⊗(f, g) = f ⊗ g for objects x, y ∈ M and morphisms f, g in M . Second,
Bénabou said that a category with multiplication have an object I ∈ M called
the unit. For example, the unit for the tensor product in the category of
vector spaces can be taken to be any one-dimensional vector space, while the
unit for the Cartesian product in the category of sets can be taken to be any
one-element set.

Bénabou did not demand that the tensor product be associative ‘on the
nose’, in the obvious equational way:

(x⊗ y)⊗ z = x⊗ (y ⊗ z).

Instead, he required that the tensor product be associative up to a natural
isomorphism, which we now call the ‘associator’:

ax,y,z : (x⊗ y)⊗ z ∼−−→ x⊗ (y ⊗ z).

Similarly, he did not demand that I act as the unit for the tensor product on
the nose, but only up to natural isomorphisms which are now called the left
and right ‘unitors’:

ℓx : I ⊗ x ∼−−→ x, rx : x⊗ I ∼−−→ x.

The reason is that in applications, it is usually too much to expect equations
between objects in a category: usually we just have isomorphisms, and this
is good enough! Indeed this is a basic principle of categorification: equations
between objects are bad; we should instead specify isomorphisms.

If we stopped the definition here, there would be a problem, since we could
use the associator to build several different isomorphisms between a pair of
objects constructed using tensor products. The simplest example occurs when
we have four objects w, x, y, z ∈ M. Then we can build two isomorphisms from
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((w ⊗ x)⊗ y)⊗ z to w ⊗ (x⊗ (y ⊗ z)) using associators:

(2.1)

(w ⊗ (x⊗ y))⊗ z

((w ⊗ x)⊗ y)⊗ z

(w ⊗ x)⊗ (y ⊗ z)

w ⊗ (x⊗ (y ⊗ z))w ⊗ ((x⊗ y)⊗ z)

aw,x,y⊗1z

{{

aw,x⊗y,z

��

1w⊗ax,y,z

//

aw,x,y⊗z





aw⊗x,y,z

##

If these isomorphisms were different, we would need to to say how we re-
parenthesized one expression to get the other, just to specify an isomorphism
between them. This situation is theoretically possible, but doesn’t seem to
come up much in mathematics. So, it seems wise to require that the above
pentagon commutes. It does in most examples we usually care about.

When we build isomorphisms using unitors, we get further ways to build
multiple isomorphisms between objects constructed using tensor products and
the unit object. The simplest example is this:

(2.2) I ⊗ I
ℓI

++

rI

33 I

When we combine unitors and associators, the three simplest examples are
these triangles:

(2.3)

(I ⊗ x)⊗ y I ⊗ (x⊗ y)

x⊗ y

aI,x,y
//

ℓx⊗1y $$ ℓx⊗yzz

(2.4)

(x⊗ I)⊗ y x⊗ (I ⊗ y)

x⊗ y

ax,I,y
//

rx⊗1y $$ 1x⊗ℓyzz
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(2.5)

(x⊗ y)⊗ I x⊗ (y ⊗ I)

x⊗ y

ax,y,I
//

rx⊗y
$$

1x⊗ryzz

So, we should require that these triangles commute too.
Of course, there are infinitely many other diagrams we can build using

associators and unitors. Bénabou tried to handle all of them in one blow.
He imposed an axiom saying essentially that all diagrams constructed from
associators, left unitors and right unitors must commute. Unfortunately such
an axiom fails to have the desired effect unless one states it very carefully—
which Bénabou, alas, did not. The problem is that even in a perfectly nice
monoidal category, there can be diagrams built from the associator that fail to
commute due to ‘accidental’ equations between tensor products. For instance,
suppose in some monoidal category we just happen to have (x ⊗ y) ⊗ z =
b⊗ (c⊗ d) and (b⊗ c)⊗ d = (u⊗ v)⊗w and x⊗ (y ⊗ z) = u⊗ (v ⊗w). Then
we can build this diagram:

(u⊗ v)⊗ w = (b⊗ c)⊗ d b⊗ (c⊗ d) = (x⊗ y)⊗ z

u⊗ (v ⊗ w) = x⊗ (y ⊗ z)

ab,c,d
//

au,v,w

%%

ax,y,z

yy

According to Bénabou’s axiom, this diagram must commute. But this does not
hold in many of the examples we are interested in. So, Bénabou’s axiom is too
strong.

Mac Lane’s solution [30] was to show that if diagrams (2.1), (2.2), (2.3),
(2.4) and (2.5) commute, all diagrams built from associators and unitors that
we really want to commute actually do commute. Making this precise and
proving it was a major feat: it is called Mac Lane’s coherence theorem. In
1964, Kelly [28] improved Mac Lane’s result by showing that the pentagon
identity (2.1) and the middle triangle identity (2.4) imply the rest. Thus, the
modern definition of monoidal category is as follows:

Definition 2.1. A monoidal category is a category M together with a ten-
sor product functor ⊗ : M ×M → M , a unit object I ∈ M , and natural
isomorphisms called the associator:

ax,y,z : (x⊗ y)⊗ z ∼−−→ x⊗ (y ⊗ z),

the left unitor:
ℓx : I ⊗ x ∼−−→ x,
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and the right unitor:
rx : x⊗ I ∼−−→ x.

such that the pentagon (2.1) and the triangle (2.4) commute.

As noted by Mac Lane, the pentagon was also discussed in a 1963 paper by
James Stasheff [44], as part of an infinite sequence of polytopes called ‘associa-
hedra’. Stasheff defined a concept of ‘A∞-space’, which is roughly a topological
space having a product that is associative up to homotopy, where this homo-
topy satisfies the pentagon identity up homotopy, that homotopy satisfies yet
another identity up to homotopy, and so on, ad infinitum. The nth of these
identities is described by the n-dimensional associahedron. The first identity is
just the associative law, which plays a crucial role in the definition of monoid.
Mac Lane realized that the second, the pentagon identity, should play a similar
role in the definition of monoidal category. The higher ones show up, at least
implicitly, in Mac Lane’s proof of his coherence theorem. They become even
more important when we consider monoidal bicategories, monoidal tricategories
and so on.

Less glamorous than the associator, the unitors and the laws they obey
are also crucial to Mac Lane’s coherence theorem. Together with the associ-
ahedra, they are described by a sequence of cell complexes sometimes called
‘monoidahedra’ [46] or ‘unital associahedra’ [36].

3. Gr-categories

We have already stated Hoàng Xuân Sính’s definition of Gr-category, but
now we are ready to examine her work on this concept more carefully, so let us
repeat the definition:

Definition 3.1. A Gr-category is a monoidal category such that every object
has an inverse and every morphism has an inverse.

She not only defined Gr-categories; she also defined when two Gr-categories
are ‘equivalent’. The idea is that equivalent Gr-categories are the same for all
practical purposes. The definition of equivalence is a bit lengthy, so we relegate
it to Appendix A. But the idea, even in a rough form, is very interesting.

We can define maps between Gr-categories. We say two Gr-categories G
and G′ are isomorphic if there are maps F : G → G′ and G : G′ → G that are
inverses, so

GF = 1G and FG = 1G′ .



10 John C. Baez

This is of course a typical definition of isomorphism for any sort of mathematical
gadget. But because Gr-categories are categories, it turns out we can also
define isomorphisms between maps between Gr-categories. We then say two
Gr-categories G and G′ are ‘equivalent’ if there are maps F : G → G′ and
G : G′ → G that are inverses up to isomorphism:

GF ∼= 1G and FG ∼= 1G′ .

Two groups are isomorphic if renaming the elements of one group gives the
other. Similarly, two Gr-categories are isomorphic if and only if we can get from
one to the other by renaming the objects and morphisms. But equivalence is
more flexible! For example, suppose we have a Gr-category G with a collection
of isomorphic objects. Then we can remove all but one of these and get a
smaller Gr-category that is equivalent to G. The idea is that it counts as
‘redundant’ to have multiple isomorphic copies of an object in a Gr-category.
We can remove these redundant copies and get an equivalent Gr-category.

It is worth spelling this out in a bit more detail in an example. Suppose a Gr-
category G has an isomorphism between two distinct objects, say f : g ∼−→ g′.
Then we can remove g from G, along with all the isomorphisms going to and
from it, and get a smaller category G′. This category is not immediately a
Gr-category, since the tensor product of two objects in G′ may happen to equal
g. But we can redefine such tensor products to equal g′, and suitably ‘reroute’
the associator and unitors of G′ using the isomorphism f , to make G′ into a
Gr-category. Furthermore, this new Gr-category G′ will be equivalent to G.

More generally, we can show any Gr-category is equivalent to a skeletal
Gr-category: one where any two isomorphic objects must be equal. To classify
Gr-categories up to equivalence, it thus suffices to classify skeletal Gr-categories
up to equivalence.

Working with skeletal Gr-categories simplifies the classification problem. In
a general Gr-category, the group laws hold up to isomorphism, since

(g ⊗ g′)⊗ g′′ ∼= g ⊗ (g′ ⊗ g′′)

I ⊗ g ∼= g ∼= g ⊗ I
and for any object g there is an object g′ with

g ⊗ g′ ∼= I ∼= g′ ⊗ g.

But in a skeletal Gr-category, isomorphic objects are equal, so these laws be-
come equations. Thus in a skeletal Gr-category the set of objects forms a
group!

Indeed, from a skeletal Gr-category G we easily get three pieces of data:
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• the group G of objects,

• the group A of automorphisms of the unit object I ∈ G, which is an
abelian group,

• an action ρ of the group G as automorphisms of the abelian group A,
given as follows:

ρ(g)a := 1g ⊗ a⊗ 1g−1 .

Clearly, the group G tells everything about tensoring objects in G. More
subtly, the group A tells us everything we need to know about composing
morphisms in G. Why is this? First, in a skeletal Gr-category every morphism
is an isomorphism, and isomorphic objects are equal. Thus every morphism
in G is an automorphism f : g → g for some g ∈ G. Second, the group of
automorphisms of any g ∈ G is isomorphic to the group of automorphisms of
I ∈ G, via the map sending f : g → g to 1g−1 ⊗ f : I → I.

The group A is abelian because given a, b : I → I we have

ab = (a1I)⊗(1Ib) = (a⊗1I)(1I⊗b) = a⊗b = (1I⊗a)(b⊗1I) = (1Ib)⊗(a1I) = ba.

This marvelous calculation, later called the ‘Eckmann–Hilton argument’ [11],
also shows that tensoring automorphisms of I ∈ G is the same as compos-
ing them! A further argument shows that the rest of the information about
tensoring morphisms in G is contained in the action ρ of G on A.

The elephant in the room is the associator. To describe the associator of
a Gr-category we need a fourth piece of data—the subtlest and most interest-
ing piece. As we have seen, in any monoidal category the tensor product is
associative up to a natural transformation called the associator:

αg1,g2,g3 : (g1 ⊗ g2)⊗ g3 → g1 ⊗ (g2 ⊗ g3).

Since this takes three objects and gives a morphism, we should try to encode
this into a map from G3 to A. How can we do this?

In a skeletal Gr-category, isomorphic objects are equal, so we can drop the
parentheses and write

αg1,g2,g3 : g1 ⊗ g2 ⊗ g3 → g1 ⊗ g2 ⊗ g3.

But beware: αg1,g2,g3 may not be an identity morphism! It is just some auto-
morphism of g1 ⊗ g2 ⊗ g3. We can turn this into an automorphism of the unit
object I and define a map

a : G3 → A

as follows:
a(g1, g2, g3) = 1(g1⊗g2⊗g3)−1 ⊗ αg1,g2,g3 .
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Not every map a : G3 → A arises from some Gr-category. After all, the
associator must obey the pentagon identity (2.1). In terms of the map a, this
says that for all g1, g2, g3, g4 ∈ G we have
(3.1)
ρ(g0)a(g1, g2, g3)−a(g0g1, g2, g3)+a(g0, g1g2, g3)−a(g0, g1, g2g3)+a(g0, g1, g2) = 0.

Here we have switched to writing the group operation in A additively, since
this group is abelian.

Now, the precise value of the map a : G3 → A depends on our choice of a
skeletal Gr-category equivalent to G. Thus a is not uniquely determined by
G. With some calculation, we can check that by changing our choice we can
change the map a : G3 → A to any map a′ : G3 → A with

a′ − a = df

where f : G2 → A is an arbitrary map and

(3.2) (df)(g1, g2, g3) = ρ(g1)f(g2, g3)− f(g1g2, g3) + f(g1, g2g3)− f(g1, g2).

Equations (3.1) and (3.2) look intimidating at first sight, but by the time
Hoàng Xuân Sính wrote her thesis these equations were already familiar in the
subject of group cohomology. For any group G equipped with an action on an
abelian group A, there is a sequence of groups Hn(G,A) called the ‘cohomology
groups’ of G with coefficients in A [39]. For n = 1 and n = 2 these groups
first arose in Galois theory and the study of group extensions, and they are
fairly easy to interpret. For n = 3 and above, these groups were independently
discovered in 1943–45 by teams in different countries who found it difficult to
communicate during the chaos of World War II. For the complex history of
these developments see the accounts of Hilton [22], Mac Lane [31, 32, 33] and
Weibel [47].

The significance of these higher cohomology groups, even H3(G,A), was
at first rather obscure. Around 1945, Eilenberg and Mac Lane [12] found a
powerful topological explanation of these groups. Ultimately, the idea is that
that for any group G there is a topological space called the ‘Eilenberg–Mac
Lane space’ K(G, 1) whose cohomology groups with a suitable system of ‘local
coefficients’ depending on A and the action ρ are the groups Hn(G,A). But
the meaning of H3(G,A) became even more vivid thanks to Hoàng Xuân Sính’s
work.

How does this come about? First, the resemblance of equations (3.1) and
(3.2) is no coincidence! For any map h : Gn → A there is a similar-looking
formula for a map dh : Gn+1 → A. A map h : Gn → A with dh = 0 is called an
n-cocycle, and a map h : Gn → A of the form h = df for some f is called an
n-coboundary. Since

ddf = 0
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for all f , every n-boundary is automatically an n-cocycle. The group of n-
cocycles modulo n-coboundaries is called the nth cohomology group of G
with coefficients in A, and denoted Hn(G,A). Elements of this group are called
cohomology classes.

In this language, (3.1) says that the associator of a skeletal Gr-category
gives a 3-cocycle a : G3 → A. Similarly, (3.2) says that the 3-cocycles a and a′

differ by a 3-coboundary—and thus represent the same cohomology class.

Thus, Hoàng Xuân Sính’s work shows that any Gr-category gives, not only
two groups G and A and an action of the first on the second, but also an
element of H3(G,A). More importantly, she proved that two Gr-categories
with the same groups G and A and the same action ρ of G on A are equivalent
if and only if their associators define the same element of H3(G,A). We state
this result more carefully in Theorem A.1 of Appendix A.

This gave a new explanation of the meaning of the cohomology group
H3(G,A). In simple terms, this group classifies the possible associators that a
Gr-category can have when the rest of its structure is held fixed. The element
of H3(G,A) determined by the associator of a Gr-category G is now called the
Sính invariant of G.

4. Strict Gr-categories

We have emphasized that in a Gr-category, the associative and unit laws
hold only up to natural isomorphism. Nonetheless it is interesting to consider
Gr-categories where these natural isomorphisms are identity morphisms. In a
skeletal Gr-category we have

(g ⊗ g′)⊗ g′′ = g ⊗ (g′ ⊗ g′′)

and
I ⊗ g = g = g ⊗ I.

However, this is somewhat deceptive, because the associator and unitors may
still not be identity morphisms! Thus we say a Gr-category is strict if its
associator and unitors are identity morphisms.

In 1978, Hoàng Xuân Sính published a paper about strict Gr-categories in
which she proved that every Gr-category is equivalent to a strict one [25]. At
a first glance this might seem to contradict that fact that every Gr-category G
is equivalent to a skeletal one, which is then characterized up to equivalence by
four pieces of data:
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• its group G of objects,

• the abelian group A of automorphisms of the unit object,

• the action ρ of G on A,

• the cohomology class [a] ∈ H3(G,A) arising from its associator.

Since any Gr-category is equivalent to a strict one, where the associator is the
identity, isn’t [a] ∈ H3(G,A) always zero? No, because that strict Gr-category
is not generally skeletal! In fact, it follows from what we have said that [a] = 0
if and only if G is equivalent to a strict and skeletal Gr-category.

This fact bears repeating, since it trips up beginners so often: every Gr-
category is equivalent to a strict one, and also equivalent to a skeletal one, but
it is equivalent to a strict and skeletal one if and only if its Sính invariant [a]
is zero.

Before Gr-categories were introduced, strict Gr-categories were already known,
though of course not under that name. Their early history is quite obscure,
at least to this author. Strict Gr-categories are now often called ‘categorical
groups’, but the earliest paper I have found using that term dates only to 1981,
and uses it to mean something else [43]. In 1976, Brown and Spencer [8] pub-
lished a proof that strict Gr-categories, which they called ‘G-groupoids’, are
equivalent to ‘crossed modules’, a structure introduced by J. H. C. Whitehead
in 1946 for use in topology [48, 49]. But they write that this result was known
to Verdier in 1965, used by Duskin in some unpublished notes in 1969, and
discovered independently by them in 1972.

Crossed modules are still a useful way to get examples of Gr-categories. For
a modern proof that crossed modules are equivalent to strict Gr-categories, see
Forrester-Barker [16]. But what exactly is a crossed module?

Definition 4.1. A crossed module is a quadruple (G,H, t, ρ) where G and
H are groups, t : H → G is a homomorphism, and ρ is an action of G as
automorphisms of H such that t is G-equivariant:

t(ρ(g)h) = g t(h) g−1

and t satisfies the so-called Peiffer identity:

ρ(t(h))h′ = hh′h−1.

We can obtain a crossed module from a strict Gr-category G as follows:

• Let G be the set of objects of G, made into a group by tensor product.
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• Let H be the set of all morphisms from I ∈ G to arbitrary objects of G,
made into a group by tensor product.

• Let t : H → G map any morphism f : 1→ g to g ∈ G.

• Let ρ(g)h = 1g ⊗ h⊗ 1g−1 .

Conversely, we can build a strict Gr-category G from a crossed module
(G,H, t, ρ) as follows. We take the set of objects of G to be G, and we define
the tensor product of objects using multiplication in G. We take the set of
morphisms of G to be the semidirect product H ⋊G in which multiplication is
given by

(h, g)(h′, g′) = (hρ(g)h′, gg′).

We define the tensor product of morphisms using multiplication in this semidi-
rect product. We treat the pair (h, g) as a morphism from g ∈ G to t(h)g ∈ G,
and we define the composite of morphisms

(h, g) : g → g′, (h′, g′) : g′ → g′′

to be
(hh′, g) : g → g′′.

Using this correspondence we can now get many examples of strict Gr-
categories. For example: any action of a group on an abelian group, any
normal subgroup of a group, or any central extension of a group gives a crossed
module, and thus a strict Gr-category. So, strict Gr-categories unify a number
of important concepts in group theory!

To see this, first suppose ρ is any action of a group G on an abelian groupH.
Then defining t : H → G by t(h) = 1, the G-equivariance of t and the Peiffer
identity are easy to check, so we get a crossed module. Because t(h) = 1,
the resulting strict Gr-category is skeletal. In fact we can turn this argument
around, and show that any skeletal strict Gr-category arises this way (up to
isomorphism).

Second, suppose H is any normal subgroup of G. Let t : H → G be the
inclusion of H in G and let

ρ(g)h = ghg−1

Then clearly t is G-equivariant and the Peiffer identity holds, so we get a
crossed module. Here the resulting strict Gr-category is usually not skeletal,
since typically we do not have t(h) = 1 for all h ∈ H.

Third, suppose we have a central extension of a group G by a group C, i.e.
a short exact sequence

1
i−→ C −→ H

t−→ G −→ 1
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where the image of C lies in the center of H. Then we can define an action ρ
of G on H by choosing any function j : G → H with t(j(g)) = g for all g ∈ G
and letting

ρ(g)h = j(g)hj(g)−1.

We can check that ρ does not depend on the choice of j. With more work,
we can check that (G,H, t, ρ) is a crossed module. The resulting strict Gr-
category is again usually not skeletal. On the contrary, since t is surjective, in
this Gr-category all objects are isomorphic.

If we build a strict Gr-category from a crossed module, and it is not skeletal,
it may have a nontrivial Sính invariant. For the story of how mathematicians
discovered the relation of the 3rd cohomology of groups to crossed modules, see
Mac Lane’s historical remarks [32, 33]. The connection was certainly known
well before Hoàng Xuân Sính wrote her thesis.

5. Pic-categories

The subject of Gr-categories is interesting because there are examples aris-
ing from many different branches of mathematics, and the relationships be-
tween these examples exposes links between these branches. One important
and tractable class of Gr-categories studied by Hoàng Xuân Sính are what she
called ‘Pic-categories’. Let us take a look at these.

Any monoidal category M gives a Gr-category called its core, namely the
subcategory consisting of only the invertible objects and only the invertible
morphisms. For example, if R is any commutative ring, there is a category
RMod where

• objects are R-modules,

• morphisms are homomorphisms of R-modules.

This category becomes monoidal with the usual tensor product of R-modules,
and the unit for this tensor product is R itself, considered as an R-module.
The core of RMod is a Gr-category that could be called Pic(R), the Picard
category of R. By Hoàng Xuân Sính’s classification of Gr-categories, all the
information in this Gr-category is contained in four pieces of data:

• The group of isomorphism classes of invertible R-modules. This is called
the Picard group Pic(R). This group is always abelian.
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• The abelian group of invertible R-module homomorphsms f : R → R.
Since these are all given by multiplication by invertible elements of R,
this is called the units group R×.

• The action of the Picard group on the units group. This action is always
trivial.

• The Sính invariant of Pic(R). This is always trivial.

It is evident from this that the Picard category of a commutative ring is a
specially simple sort of Gr-category.

The Picard group and units group are important invariants of a commuta-
tive ring. For example, when R is the ring of algebraic integers of some algebraic
number field, the Picard group Pic(R) is isomorphic to the ‘ideal class group’
of R, familiar in number theory. The reason is that in this case, every invert-
ible R-module is isomorphic to an ideal of R. Even better, it turns out that
for a ring of algebraic integers Pic(R) is trivial if and only if unique prime
factorization holds in R—at least up to reordering and units. When Pic(R) is
nontrivial, unique factorization fails, and this is one reason Dedekind, building
on earlier work of Kummer, introduced the ideal class group. We can compare
two examples:

• When R = Z[i] is the ring of Gaussian integers, the Picard group Pic(R)
is trivial and the units group R× is Z/4, consisting of 1, i,−1 and −i. We
have unique prime factorization in Z[i].

• When R = Z[
√
−5], the Picard group Pic(R) is Z/2 and the units group

R× is Z/2, consisting of 1 and −1. We do not have unique prime factor-
ization in Z[

√
−5].

It is worth comparing an example from topology. Suppose X is a compact
Hausdorff space. Then we can let R be the ring of continuous complex-valued
functions on X, with pointwise addition and multiplication. In this case Pic(R)
is equivalent to the Gr-category where

• objects are complex line bundles over X,

• morphisms are isomorphisms between complex line bundles,

and the tensor product is the usual tensor product of line bundles. It follows
that we can identify the Picard group Pic(R) with the set of isomorphism classes
of complex line bundles over X, made into a group using tensor products. This
is famously isomorphic to the cohomology groupH2(X,Z). The units group R×

is simply the group of continuous functions from X to C×, the multiplicative
group of invertible complex numbers.
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Line bundles also show up in another example of a Gr-category. Suppose
X is a complex projective algebraic variety. Then the category of holomorphic
vector bundles over X, with its usual tensor product, is a monoidal category.
Its core is a Gr-category where

• objects are holomorphic line bundles over X,

• morphisms are isomorphisms between holomorphic line bundles,

and the tensor product is the usual tensor product of holomorphic line bundles.
In this case the group of isomorphism classes of objects is called the Picard
group of X. This Picard group is much more interesting than the previously
mentioned purely topological example. It depends not only on the topology of
X, but on its holomorphic structure. Moreover, instead of a discrete group,
this Picard group is best thought of as a topological group whose connected
components are themselves projective algebraic varieties!

All the examples of Gr-categories mentioned in this section so far are not
only monoidal categories, but ‘symmetric’ monoidal categories. These were in-
troduced by Mac Lane in his 1963 paper [30], though not under that name. Just
as monoidal categories are a categorification of monoids, symmetric monoidal
categories are a categorification of commutative monoids. But instead of re-
quiring that the tensor product commute ‘on the nose’, we demand that it
commute up to a natural isomorphism, which must obey a law of its own:

Definition 5.1. A symmetric monoidal category is a monoidal category
M equipped with a natural isomorphism called the symmetry

Sx,y : x⊗ y → y ⊗ x

such that

Sy,x ◦ Sx,y = 1x⊗y
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for all objects x, y ∈ M and the following diagram commutes for all x, y, z ∈ M:

(5.1)

(x⊗ y)⊗ z (y ⊗ x)⊗ z

x⊗ (y ⊗ z) y ⊗ (x⊗ z)

(y ⊗ z)⊗ x y ⊗ (z ⊗ x)

Sx,y⊗z
//

ay,x,z

��

a−1
x,y,z

FF

Sx,y⊗z

��

ay,z,x

//

y⊗Sx,z

��

This commuting hexagon says that switching the object x past y ⊗ z all
at once is the same as switching it first past y and then past z (with some
associators thrown in to move the parentheses).

Hoàng Xuân Sính made the following definition:

Definition 5.2. A Pic-category is a symmetric monoidal Gr-category.

In fact, all the examples of Gr-categories we have seen so far are even better
than Pic-categories: they are what Hoàng Xuân Sính called ‘restreintes’.

Definition 5.3. A Pic-category is restrained if the symmetry Sg,g : g ⊗ g →
g ⊗ g is the identity for every object g ∈ G.

In particular, what we are calling the Picard category of a commutative ring
and the Picard category of a complex projective algebraic variety are restrained
Pic-categories.

Among Gr-categories, restrained Pic-categories are especially simple. Recall
that Gr-categories are classified up to equivalence by four pieces of data:

• the group G of isomorphism classes of objects,

• the abelian group A of automorphisms of the unit object,

• an action ρ of G as automorphisms of A,

• an element [a] ∈ H3(G,A).

A restrained Pic-category always has these properties:
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• the group G is abelian,

• the action ρ is trivial,

• the element [a] is zero.

In fact, Hoàng Xuân Sính showed in her thesis that any restrained Pic-category
is characterized by a pair of abelian groupsG andA. To do this, she first defined
an appropriate concept of ‘equivalence’ for Pic-categories, which is more fine-
grained than equivalence of Gr-categories since the symmetry also plays a role.
Then, she classified Pic-categories and also restrained Pic-categories up to this
notion of equivalence. We explain the latter classification in Theorem A.4 of
Appendix A.

We can also get restrained Pic-categories from chain complexes. A chain
complex of abelian groups is a sequence of abelian groups C0, C1, . . . , to-
gether with homomorphisms

C0
∂1←− C1

∂2←− C2
∂3←− · · ·

such that ∂n ◦ ∂n+1 = 0. A 2-term chain complex of abelian groups is one
where Cn = 0 except for C0 and C1. Thus a 2-term chain complex of abelian
groups is just an elaborate way of thinking about two abelian groups and a
homomorphism between them. However, this way of thinking is useful because
it paves the way for generalizations.

Given a 2-term chain complex C of abelian groups, say C0
∂←−− C1, we can

construct a category GC where:

• objects are elements g ∈ C0,

• a morphism h : g → g′ is an element h ∈ C1 with dh = g′ − g,
• to compose morphisms h : g → g′ and h′ : g′ → g′′ we add them, obtaining
h′ + h : g → g′′.

We can make this category GC into a Gr-category by using addition in C0

as the tensor product of objects and addition in C1 as the tensor product of
morphisms. Since addition in these abelian groups is commutative we can make
GC into a symmetric monoidal category where the symmetry Sg,g′ : g + g′ →
g′ + g is the identity. Then GC becomes a strict Pic-category.

In a 1982 paper [26] Hoàng Xuân Sính showed that in a certain sense all
strict Pic-categories arise from this simple construction. More precisely, she
proved that every strict Pic-category is equivalent to one of the form GC for
some 2-term chain complex C of abelian groups. We state this result in Theo-
rem A.5 of Appendix A. As a consequence, the Pic-category of a commutative
ring, which we defined using invertible R-modules and isomorphisms between
these, can also be expressed in terms of a 2-term chain complex.
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6. Gr-categories and topology

For more examples of Gr-categories it pays to exploit the connection be-
tween Gr-categories and topology. Our brief discussion of group cohomology
touched on this theme, but did not do justice to either the history or the
mathematics.

One of the dreams of topology is to classify topological spaces. Two such
spaces X and Y are homeomorphic if there are maps going back and forth, say
f : X → Y and g : Y → X, that are inverses:

gf = 1X and fg = 1Y .

But it has long been known that classifying spaces up to homeomorphism is an
absolutely unattainable goal. So, various lesser but still herculean tasks have
been proposed as substitutes.

For example, instead of demanding that f and g are inverses ‘on the nose’,
we can merely ask for them to be inverses up to homotopy. Given two maps
h, h′ : A→ B, a homotopy between them is a continuous 1-parameter family
of maps interpolating between them: that is, map H : [0, 1]×A→ B with

H(0, a) = h(a),
H(1, a) = h′(a).

If there is a homotopy from h to h′ we write h ≃ h′. We then say two spaces X
and Y are homotopy equivalent if there are maps f : X → Y and g : Y → X
such that

gf ≃ 1X and fg ≃ 1Y .

Classifying spaces up to homotopy equivalence is still impossibly compli-
cated unless we require that these spaces are locally nice in some sense. Mani-
folds, being locally homeomorphic to Rn, are the paradigm of what we might
mean by locally nice. But we do not need to go this far. A ‘CW complex’ is a
space built by starting with a discrete set of points, or 0-balls, and iteratively
gluing on 1-balls, 2-balls, and so on, by attaching their boundaries to the space
built so far. Topologists have adopted the goal of classifying CW complexes up
to homotopy equivalence as a kind of holy grail of the subject.

We can simplify this quest in a couple of ways. First, since every CW com-
plex is a disjoint union of connected CW complexes, we can focus on connected
one. Second, it is very useful to equip a connected CW complex X with a
chosen point, called a ‘basepoint’ and denoted ∗ ∈ X. Spaces with basepoint
are called pointed spaces. When we working with these we demand that all
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maps send the basepoint of one space to that of another, and that homotopies
do this for all values of the parameter t.

Now, instead of trying to classify all connected pointed CW complexes in
one blow, which is still beyond our powers, it is more manageable to start with
ones whose interesting features are concentrated in low dimensions and work
our way up. For this we should recall the idea of homotopy groups. Suppose
X is a pointed CW complex, and let Sn be the n-sphere with an arbitrarily
chosen basepoint. Then we define the nth homotopy group πn(X) to be
the set of homotopy classes of maps from Sn to X—where again, we demand
that all maps and homotopies are compatible with the chosen basepoints. We
can think of πn(X) as the set of holes in X that can be caught with an n-
dimensional lasso. Despite its name π0(X) is a mere set, and a 1-element set
when X is connected, so this gives no information at all. But πn(X) is a group
for n ≥ 1, and an abelian group for n ≥ 2.

We say a CW complex X is an n-type if, regardless of how we choose a
basepoint for it, πk(X) is trivial for k > n. Thus, intuitively, an n-type is a
locally nice space whose interesting features live only in dimensions ≤ n, at
least as viewed through the eye of homotopy groups.

A remarkable fact, discovered by Eilenberg and Mac Lane around 1954,
is that connected pointed 1-types are classified by groups [13, 14]. On the
one hand, given a connected pointed 1-type X we get a group π1(X). More
surprisingly, two connected pointed 1-types have isomorphic groups π1 if and
only if they are homotopy equivalent. On the other hand, given any group G,
there is a concrete procedure for building a connected pointed 1-type X with
π1(X) = G. This space X is now called the Eilenberg–Mac Lane space
K(G, 1), and it is quite easy to describe.

Start with a point ∗ to serve as the basepoint. For each element g ∈ G,
take an interval and glue both of its ends to this point:

∗ ∗g
//

Here we draw the two ends of the interval separately for convenience, but they
are really the same point ∗. Then, for any pair of elements g, h ∈ G, take a
triangle and glue its edges to intervals for g, h and gh:

∗

∗

∗

g

FF

h

��

gh
//
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Next, for any triple of elements g, h, k ∈ G, glue a tetrahedron of this sort to
the already present triangles:

∗

∗∗

∗

k

��

h //

g

OO

ghk
//

gh

??

hk

��

And so on: glue on an n-dimensional simplex for each n-tuple of elements of
G. The result is the Eilenberg–Mac Lane space K(G, 1).

And now we reach the main point: just as connected pointed 1-types are
classified by groups, connected pointed 2-types are classified by Gr-categories!

This realization did not come out of the blue—far from it. A crucial first
step was J. H. C. Whitehead’s concept of crossed module, formulated around
1946 without the aid of category theory [48, 49]. In 1950, Mac Lane and White-
head [35] proved that a crossed module captures all the information in a con-
nected pointed 2-type. As mentioned in our discussion of strict Gr-categories,
it seems Verdier knew by 1965 that a crossed module is another way of thinking
about a strict Gr-category (though the latter term did not yet exist). A proof
was first published by Brown and Spencer [8] in 1976. However, Grothendieck
was familiar with some of these ideas before then, which must be one reason
he proposed that Hoàng Xuân Sính write her thesis on Gr-categories.

Indeed, Grothendieck already had ideas for vast generalizations, which be-
came more important in his later work, and especially his monumental text
Pursuing Stacks [17]. He conjectured that n-types should be classified up to ho-
motopy equivalence by algebraic structures called ‘n-groupoids’. Very roughly
speaking, an n-groupoid has objects, morphisms between objects, 2-morphisms
between 1-morphisms, and so on up to level n, all invertible up to higher mor-
phisms. Filling in the details and proving Grothendieck’s conjecture—usually
called the ‘homotopy hypothesis’—continues to be a challenge [21].

An n-groupoid with one object is called an ‘n-group’. A 1-group is simply a
group, while a 2-group is a Gr-category. As a spinoff of the homotopy hypothe-
sis, connected pointed n-types should be classified up to homotopy equivalence
by n-groups. As we have seen, the case n = 1 was handled by Eilenberg and
Mac Lane. While the case n = 2 was tackled by the authors listed above, it
was still not completely clarified when Hoàng Xuân Sính wrote her thesis.

In fact, it is possible to mimic Eilenberg and Mac Lane’s construction and
build a connected pointed 2-type starting from any Gr-category G, much as
they built a connected pointed 1-type starting from a group. For this it is
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convenient to start by replacing G with an equivalent strict Gr-category G. So,
let us assume G is strict.

Start with a point ∗. For each object g ∈ G, take an interval and glue both
of its ends to this point:

∗ ∗g
//

Then, for any triple of objects g, h, k ∈ G and any morphism a : g ⊗ h → k,
take a triangle and glue its edges to the intervals for g, h and k:

∗

∗

∗

a

��

g

FF

h

��

k
//

Next, for any tetrahedron as shown below, glue this tetrahedron to the already
present triangles if this tetrahedron commutes:

∗

∗∗

∗

k

��

h //

g

OO

n
//

ℓ
??

m

��

a

��

b{�

c
�#

d

��

By saying that this tetrahedron ‘commutes’, we mean that the composite of
the front two sides equals the composite of the back two sides, i.e. the following
two morphisms in G are equal:

∗

∗∗

∗

k

��

h //

g

OO

n
//

m

��

a

��

b

{�
=

∗

∗∗

∗

k

��

h //

g

OO

n
//

??

ℓc

�#

d

��

Next glue on a 4-simplex whenever all its tetrahedral faces are present, and so
on in all higher dimensions. This gives a space BG called the classifying space
of G. This is the connected pointed 2-type corresponding to the Gr-category
G. For more details see Duskin [10], Bullejos and Cegarra [9], and Noori [38].

Remember, a Gr-category G is characterized up to equivalence by four pieces
of data:
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• a group G,

• an abelian group A,

• an action ρ of G on A,

• the Sính invariant [a] ∈ H3(G,A).

These are all visible from the classifying space BG. This space has π1(BG) = G
and π2(BG) = A. For any pointed space the group π1 has an action on the
abelian group π2, and for the space BG this action is ρ. More subtly, every
space has a ‘Postnikov invariant’, an element of H3(π1, π2), and for BG this is
the Sính invariant [a] ∈ H3(G,A).

We have seen how to turn a Gr-category into a space, which happens to
be a connected pointed 2-type. But the relation between Gr-categories and
topology runs deeper than that. There is also a way to turn a pointed space
into a Gr-category!

SupposeX is a pointed space. First, remember that we can get a group from
X, namely π1(X), usually called the fundamental group of X. Elements of
π1(X) are homotopy classes of loops in X: that is, maps g : S1 → X. To
multiply two loops we simply combine them into a single loop, starting the
second where the first ended.

In Example 2.3.3 of her thesis [23], Hoàng Xuân Sính tersely described how
to enhance this procedure to get a Gr-category from X. This Gr-category is
now called the fundamental 2-group of X, and denoted Π2(X). An object
of Π2(X) is a map g : S1 → X, and a morphism f : g → g′ is a homotopy class
of homotopies from g to g′. The details are carefully worked out in various
later sources, e.g. the work of Hardie, Kamps and Kieboom [19, 20].

There are other ways to obtain the fundamental 2-group of a connected
pointed space X. For example:

• let G = π1(X),

• let A = π2(X),

• let ρ be the action of π1(X) on π2(X),

• let [a] ∈ H3(π1(X), π2(X)) be the Postnikov invariant of X.

Then, we can take Π2(X) to be the Gr-category associated to this quadruple
(G,A, ρ, [a]).

As a result of all this, not only can we turn any Gr-category G into a
connected pointed 2-type BG, we can also turn any connected pointed 2-type
X into a Gr-category Π2(X). Furthermore, with work one can show that:
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• Any Gr-category G is equivalent to Π2(BG).

• Any connected pointed 2-type X is homotopy equivalent to B(Π2(X)).

As a corollary, connected pointed 2-types are classified by Gr-categories. That
is, two connected pointed 2-types are homotopy equivalent if and only if their
fundamental 2-groups are equivalent as Gr-categories.

But one can equally well turn the logic around and say Gr-categories are
classified by connected pointed 2-types. Two Gr-categories are equivalent if and
only if their classifying spaces are homotopy equivalent. So, the wall separating
algebra and topology has been completely knocked down, at least in this limited
realm! This is a nice piece of evidence for Grothendieck’s homotopy hypothesis.

7. Gr-categories in physics

While our story has been focused on Hoàng Xuân Sính’s thesis and its imme-
diate context, it would be a disservice not to mention that Gr-categories—now
often called 2-groups [1]—later took on a new life in theoretical and mathe-
matical physics. The reason is that ‘gauge theory’, the spectacularly successful
approach to physics based on groups, can be generalized to ‘higher gauge the-
ory’ using 2-groups [2, 3]. Just as gauge theory based on groups describes how
point particles change state as they trace out 1-dimensional paths in spacetime,
higher gauge theory based on 2-groups describes both particles and strings, the
latter of which trace out 2-dimensional ‘worldsheets’ in spacetime. Further-
more, there is no reason to stop with 2-groups [37, 42]. While no theories of
physics based on higher gauge theory have received any experimental confir-
mation, the mathematics behind these theories is magnificent, and there are
hopes that someday physicists will synthesize phases of matter described by
higher gauge theory [4, 7]. This would be a wonderful realization of Hoàng
Xuân Sính’s vision.

A. Equivalence for Gr-categories and Pic-categories

As we have seen, the concept of ‘equivalence’ is crucial for many of Hoàng
Xuân Sính’s results on Gr-categories and Pic-categories. This concept is subtler
than isomorphism. We can see this already for categories. Two categories C
and D are isomorphic if there are functors going back and forth, F : C → D
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and G : D→ C, that are inverses: GF = 1C and FG = 1D. But experience has
taught us than demanding equations between functors is too harsh: instead it
suffices to have natural isomorphisms between them. So, we say C and D are
equivalent if there are functors F : C → D and G : D → C for which there
exist natural isomorphisms

α : GF
∼
=⇒ 1C, β : FG

∼
=⇒ 1D.

(We use a single arrow for functors and a double arrow for natural transforma-
tions.) For Gr-categories and Pic-categories, we need to enhance this concept
of equivalence to take into account the extra structure that these categories
carry.

As we have seen, Gr-categories are simply monoidal categories with extra
properties. Similarly Pic-categories are symmetric monoidal categories with
extra properties. So, it is enough to define notions of equivalence for monoidal
and symmetric monoidal categories. We begin by defining monoidal functors.
These do not need to preserve the tensor product and unit object strictly, but
rather only up to natural isomorphism. However, these natural isomorphisms
need to obey some laws of their own!

Definition A.1. A functor F : M→ N between monoidal categories is monoidal
if it is equipped with:

• a natural isomorphism Φx,y : F (x)⊗ F (y) ∼−−→ F (x⊗ y) and

• an isomorphism ϕ : IN
∼−−→ F (IM)

such that:

• the following diagram commutes for any objects x, y, z ∈ M:

(F (x)⊗ F (y))⊗ F (z)
Φx,y ⊗1F (z)

//

aF (x),F (y),F (z)

��

F (x⊗ y)⊗ F (z)
Φx⊗y,z

// F ((x⊗ y)⊗ z)

F (ax,y,z)

��

F (x)⊗ (F (y)⊗ F (z))
1F (x)⊗Φy,z

// F (x)⊗ F (y ⊗ z)
Φx,y⊗z

// F (x⊗ (y ⊗ z)),

• the following diagrams commute for any object x ∈ M:

IN ⊗ F (x)
ℓF (x)

//

ϕ⊗1F (x)

��

F (x) F (x)⊗ IN
rF (x)

//

1F (x)⊗ϕ

��

F (x)

F (IM)⊗ F (x)
ΦIM,x

// F (IM ⊗ x)

F (ℓx)

OO

F (x)⊗ F (IM)
Φx,IM

// F (x⊗ IM).

F (rx)

OO
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We similarly have a concept of ‘symmetric monoidal functor’. Here the
natural isomorphism Φ must get along with the symmetry:

Definition A.2. A functor F : M→ N between symmetric monoidal categories
is symmetric monoidal if it is monoidal and it makes the following diagram
commute for all x, y ∈ M:

F (x)⊗ F (y)
SF (x),F (y)

//

Φx,y

��

F (y)⊗ F (x)
Φy,x

��

F (x⊗ y)
F (Sx,y)

// F (y ⊗ x)

Next we need monoidal natural transformations. Recall that a monoidal
functor F : M→ N is really a triple (F,Φ, ϕ) consisting of a functor, a natural
isomorphism Φ, and an isomorphism ϕ. A ‘monoidal natural transformation’
must get along with these extra isomorphisms:

Definition A.3. Suppose that (F,Φ, ϕ) and (G,Γ, γ) are monoidal functors
from the monoidal category M to the monoidal category N. Then a natural
transformation α : F ⇒ G is monoidal if the diagrams

F (x)⊗ F (y) αx⊗αy
//

Φx,y

��

G(x)⊗G(y)
Γx,y

��

F (x⊗ y)
αx⊗y

// G(x⊗ y)

and
IN

F (IM) G(IM)

ϕ

��

γ

��

αIM

//

commute.

There are no extra conditions required of symmetric monoidal natural trans-
formations: they are simply monoidal natural transformations between sym-
metric monoidal functors.

We can compose two monoidal natural transformations and get another
monoidal natural transformation. Also, any monoidal functor F has an identity
monoidal natural transformation 1F : F ⇒ F . This allows us to make the
following definition:
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Definition A.4. A monoidal natural transformation α : F ⇒ G is a monoidal
natural isomorphism if there is a monoidal natural transformation β : G⇒
F that is an inverse to α:

βα = 1F and αβ = 1G.

Now at last we are ready to define equivalence for Gr-categories and Pic-
categories, so we can state some of Hoàng Xuân Sính’s major results in a precise
way. For this we need the fact that we can compose two monoidal functors and
get a monoidal functor, and similarly in the symmetric monoidal case.

Definition A.5. Two monoidal categories M and N are equivalent if there ex-
ist monoidal functors F : M→ N and G : N→ M such that there exist monoidal
natural isomorphisms α : GF ⇒ 1N and β : FG ⇒ 1N. Two Gr-categories G
and H are equivalent if they are equivalent as monoidal categories.

Definition A.6. Two symmetric monoidal categories M and N are equivalent
if there exist symmetric monoidal functors F : M → N and G : N → M such
that there exist symmetric monoidal natural isomorphisms α : GF ⇒ 1N and
β : FG⇒ 1N. Two Pic-categories G and H are equivalent if they are equivalent
as symmetric monoidal categories.

With these concepts in hand, we can state some results on the classification
of Gr-categories and Pic-categories. We have already mentioned the following
pair of results. The former is Prop. 3.22 in Hoàng Xuân Sính’s thesis [23], while
the latter is Prop. 5.3 in her 1978 paper on strict Gr-categories [25].

Theorem A.1. Any Gr-category is equivalent to a skeletal Gr-category, i.e.
one for which isomorphic objects are necessarily equal.

Theorem A.2. Any Gr-category is equivalent to a strict Gr-category, i.e. one
for which the associator, left unitor and right unitor are all identity natural
transformations.

We have also seen how any skeletal Gr-category G gives a 4-tuple (G,A, ρ, α).
The following result gives a classification of skeletal Gr-categories in these
terms. It is a special case of Proposition 3.47 of Hoàng Xuân Sính’s thesis
[23]:

Theorem A.3. Suppose G and G′ are skeletal Gr-categories giving 4-tuples
(G,A, ρ, α) and (G′, A′, ρ′, α′), respectively. Then G and G′ are equivalent if
and only if there exist isomorphisms ϕ : G→ G′ and ψ : A→ A′ such that:

• the actions ρ and ρ′ are related as follows:

ρ′(ϕ(g))(ψ(a)) = ψ(ρ(g)(a))

for all g ∈ G and a ∈ A,
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• the cohomology classes α and α′ are related as follows:

α′(ϕ(g1), ϕ(g2), ϕ(g3))− ψ(α(g1, g2, g3)) = df

for some f : G′2 → A.

She stated a more general result that does not require G and G′ to be skeletal,
but since every Gr-category is equivalent to a skeletal one, a classification of
skeletal Gr-categories up to equivalence can serve as a classification of all Gr-
categories. For a deeper treatment of the relation between Gr-categories and
group cohomology, see Section 6 of Joyal and Street’s unpublished paper [29].

Interestingly, the unitors do not provide any extra information required for
the classification of Gr-categories up to equivalence. The reason is that given
any Gr-category G, we can change the tensor product by setting I⊗g = g = g⊗I
for every g ∈ G, change the left and right unitors to identity morphisms, and
adjust the associators to obtain a new Gr-category G′ that equivalent to G. For
a self-contained proof see [1, Prop. 39].

The following classification of restrained Pic-categories is Corollary 3.61 in
Hoàng Xuân Sính’s thesis [23]. She derived it as a consequence of a subtler
classification of all Pic-categories, her Proposition 3.59.

Theorem A.4. Suppose G and H are restrained Pic-categories. Then G and
H are equivalent if and only if both these conditions hold:

• The abelian group of isomorphism classes of objects in G is isomorphic
to the abelian group of isomorphism classes of objects in H.

• The abelian group of automorphisms of IG is isomorphic to the abelian
group of automorphisms of IH.

Later, in her 1982 paper “Catégories de Picard restreintes” [26], Hoàng
Xuân Sính showed that every restrained Gr-category arises from a 2-term chain
complex of abelian groups in the manner described at the end of Section 5:

Theorem A.5. Suppose G is a restrained Pic-category. Then there is some
2-term chain complex C of abelian groups such that G is equivalent, as a Pic-
category, to GC .
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Abstract. We provide a brief survey on basic solution approaches for solving
the equilibirum problem defined by the Nikaido-Isoda-Fan inequality. Namely,
first we state the problem and consider its most important special cases including
the optimization, inverse optimization, Kakutani fixed point, variational inequal-
ity, Nash equilibrium problems. Next, we present some basic solution approaches
for the problem. Finally, as an application, we consider the famous Cournot-Nash
oligopolistic equilibrium model and discuss algorithms for solving it.

1. Introduction

Thoughout the paper let H be a real Hilbert space. In what follows we mainly
work on the weak topology of H. Let C ⊆H be a closed convex set and f : H×H→
R∪{+∞}. We suppose that f (x,y) ∈ R for every x,y ∈ C. As usual, we call f an
equilibirum bifunction if f (x,x) = 0 for every x ∈C. The problem to be considered in
this paper is formulated as follows.

(EP) Find x∗ ∈C such that f (x∗,y)≥ 0 for all y ∈C.

The inequality appeared in problem (EP) was first used by Nikaido and Isoda in 1955
[37] in a non-cooperative convex game. In the seminal paper [19] in 1972, Fan called

Key words and phrases: Nikaido-Isoda-Fan equilibrium problem, variational inequality, Cournot-Nash equi-
librium model
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problem (EP) a minimax inequality and established solution existence results for it
when C is convex, compact and f is quasiconvex on C. To our best knowledge, up to
now there does not exist an algorithm for finding a solution of the problem considered
in [19]. This result by Fan was extended by Brezis, Nirenberg, and Stampachia in
[11]. In 1984, Muu [29] called (EP) a variational inequality and studied its some
stability properties. In 1992, Muu and Oettli [32] called problem (EP) an equilibrium
one, and a penalty algorithm was proposed for finding a solution of (EP) when f
possesses certain monotonicity properties. After the appearance of the paper [10] by
Blum and Oettli in 1994, problem (EP) attracted much attention of many authors, see
e.g. the interesting monographs by Bigi et al. [8], mainly for solution technique issues
in Hilbert spaces, and by Kassay et al. [24], mainly for theoretical aspects in vector
topological spaces.

It worth mentioning that when f (x, ·) is convex and subdifferentiable on C, the
equilibrium problem (EP) can be reformulated as the following multivalued varia-
tional inequality.

(MultiV I) Find x∗ ∈C,v∗ ∈ F(x∗) such that ⟨v∗,x− x∗⟩ ≥ 0 for all x ∈C,

where F(x∗) = ∂2 f (x∗,x∗) with ∂2 f (x∗,x∗) being the diagonal subdifferential of f
at x∗, that is the subdifferential of the convex function f (x∗, ·) at x∗. In the case
f (x, ·) is semi-strictly quasiconvex rather than convex, problem (EP) can take the
form of (MultiV I) with F(x) := Na f (x,x) \ {0}, where Na f (x,x) is the normal cone of
the adjusted sublevel set of the function f (x, ·) at the level f (x,x), see [5]. More
details about the links between equilibrium problems and variational inequalities can
be found in [6].

In this paper we provide a brief survey on solution approaches for problem (EP)
in real Hilbert spaces. Namely, in the next section we present some important special
cases of problem (EP) such as optimization, reverse optimization, multivalued varia-
tional inequality, the Kakutani fixed point, the Walras and Nash equilibrium problems.
The third section is devoted to the discussion of some basic solution approaches for
problem (EP) involving bifunctions having certain monotonicity properties. We close
the paper by showing a formulation of the Cournot-Nash oligopolistic equilibrium
model in the form of equilibrium problem (EP) and discuss algorithms for solving
the model for the convex and quasiconcave cost functions.

2. Special cases

Although the formulation of problem (EP) is very simple, it contains a lot number
of important problems as special cases. In [32] it has been shown that the opimization,
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Kakutani fixed point and multivalued variational inequality problems can be formu-
lated in the form of (EP). In [10] the Nash equilibrium problem has been formulated
equivalently as a problem of the form (EP). Some other problems such as inverse
optimization, vector optimization have been converted equivalently into problems of
the form (EP), see e.g. [8]. For more detail, below we present the form (EP) for the
Kakutani fixed point, multivalued variational inequality, Nash equilibrium and inverse
optimization problems. The other ones can be found in e.g. [8, 10, 24].

• Optimization. Consider the minimization problem

(OP) min
x∈C

g(x)

in which g : H→ R is a single-valued function and C ⊂ R is a closed convex
set. Let f (x,y) := g(y)−g(x) and consider the equilibrium problem

(EP1) Find x∗ ∈C such that f (x∗,y)≥ 0 for all y ∈C.

It is clear that x∗ ∈C a global minimizer of (OP) if and only if

g(x∗)≤ g(y) ∀y ∈C,

or equivalently,
f (x∗,y) = g(y)−g(x∗)≥ 0 ∀y ∈C,

i.e., x∗ is a solution to (EP1). It means that the minimization problem (OP) is
equivalent to the equilibrium problem (EP1) in the sense that their solution sets
coincide.

• Kakutani fixed point. Let C ⊂ Rn be a compact convex set, F : C ⇒ C an up-
per semicontinuous multi-valued mapping with convex, compact values. The
Kakutani fixed point problem asks:

(KP) Find x∗ ∈C such that x∗ ∈ F(x∗).

The Kakutani fixed point theorem, which is one of famous fixed point ones,
states that such a point x∗ exists. In a special case, when F is single valued,
this theorem becomes the Brouwer theorem that was proved in 1910. Up to
now there does not exist an efficient algorithm for finding a fixed point for the
Brouwer mapping. In 1967 Scarf, an economist, first developed an algorithm
for finding a Brouwer fixed point in Rn (see [43]), but many computational
experiments show that this algorithm and its modifications can only solve the
problem with moderate dimension n. In order to formulate the Kakutani fixed
point problem in the form of problem (EP), we define the bifunction f :C×C→
R by taking

f2(x,y) := max
u∈F(x)

⟨x−u,y− x⟩
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for each x,y∈C. It is shown in [32] that a point x∗ solves the problem (KP), i.e.
x∗ ∈ F(x∗), if and only if it is a solution to the following equilibrium problem

(EP2) Find x∗ ∈C such that f2(x∗,y)≥ 0 for all y ∈C.

In other words, the Kakutani fixed point problem (KP) is equivalent to the equi-
librium problem (EP2) in the sense that their solution sets coincide.

• Variational inequality problem. Let F : C ⇒H be a (multivalued) operator with
convex, (weakly) compact values and ϕ :H→R∪{+∞} such that ϕ(x) is finite
on C. The mixed variational inequality problem stated in [18] is formulated as
(MixedV I)

Find x∗ ∈C such that ∃u∗ ∈ F(x∗) : ⟨u∗,y− x∗⟩+ϕ(y)−ϕ(x∗)≥ 0 ∀y ∈C.

Clearly, when F is single valued, this problem is reduced to the following one:

Find x∗ ∈C such that ⟨F(x∗),y− x∗⟩+ϕ(y)−ϕ(x∗)≥ 0 ∀y ∈C.

It is worth noting that, when C is a convex cone and ϕ is a constant, problem
(MixedV I) becomes the following complementarity one.

(MC) Find x∗ ∈C such that ∃u∗ ∈ F(x∗) : ⟨u∗,x∗⟩= 0.

Let
f3(x,y) := max

u∈F(x)
⟨u,y− x⟩+ϕ(y)−ϕ(x)

and consider the following equilibrium problem

(EP3) Find x∗ ∈C such that f3(x∗,y)≥ 0 for all y ∈C.

It was proved in [32] that a point x∗ is a solution of problem (MixedV I) if and
only if it is also a solution to (EP3). Therefore, (MixedV I) is equivalent to the
equilibrium problem (EP3) in the sense that they share the same solution set.

• Nash equilibria. In a noncooperative game with N players, each player i has
a set of possible strategies Ci ⊆ Rni and aims at minimizing a cost function
gi : C→ R with C := C1× . . .×CN . By definition, a Nash equilibrium point
is any point in C such that no player can reduce her/his cost by unilaterally
changing her/his strategy. The Nash equilibrium problem is to find such a Nash
equilibrium point, i.e. a point x∗ ∈C such that

gi(x∗)≤ gi(x∗[yi]) ∀yi ∈Ci, i = 1, . . . ,N,

where x∗[yi] stands for the vector obtained from x∗ by replacing the component
x∗i with yi. If we take f4 : C×C→ R defined as

f4(x,y) :=
N

∑
i=1

[
gi(x[yi])−gi(x)

]
,



A survey on solution approaches for equilibrium problems 41

and consider the following equilibrium problem

(EP4) Find x∗ ∈C such that f4(x∗,y)≥ 0 for all y ∈C,

then it is not hard to see that x∗ is a solution to the Nash equilibrium problem if
and only if it is a solution to (EP4).

• An inverse optimization. Let C1 ⊆ Rn and C2,C3 ⊆ Rm be convex sets and
g j : C2→ R( j = 1, . . . ,m). Let

h2(p,q) :=
m

∑
j=1

p jg j(q).

The inverse problem reads as
(InvP)
Find p∗ = (p∗1, . . . , p

∗
n)

T ∈C1 such that argmin{h2(p∗,q) | q ∈C2}∩C3 ̸= /0.

In some economics models p∗ plays the role of a price that is required to be
found such that the latter inclusion is satisfied. Clearly, this inverse problem
can be formulated as a noncooperative game with three players. The first player
controls p by choosing a point p∗ ∈ C1, the second one solves the problem
minq∈C2 f2(p∗,q), while the third player controls her/his strategy in C3. Of
course one can extend this model by assuming that the first and third players
have more general lost functions, say, h1(p,q,r) and h3(p,q,r). Following the
equivalent of the Nash equilibrium problem in noncooperative game with (EP4)
as discussed above, the inverse optimization problem (InvP) in turn can take the
form of an equilibrium problem (EP).

3. Solution approaches

3.1. Basic solution existence

Under the condition f (x,x) = 0 for every x ∈C, it follows immediately that x∗ is
a solution to problem (EP) if and only if x∗ ∈ argmin{ f (x∗,y) | y ∈ C}, i.e. x∗ is a
fixed point of the mapping S(·) with S(x) = argmin{ f (x,y) | y ∈C}. The first result
for solution existence of the equilibrium problem (EP) is due to Fan [19] in 1972.
There, Fan called (EP) a minimax inequality and established the following theorem.
His proof was based upon the KKM Lemma (a variant of a fixed point theorem).

Theorem 3.1. (see [19]). Let C be a compact, convex set in a Hausdorff topological
vector space. Let f : C×C→ R be a continuous bifunction such that for every x ∈C
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we have f (x,x) = 0 and f (x, ·) is quasiconvex on C. Then, the equilibrium problem
(EP) is solvable, i.e., there exists x∗ ∈C such that f (x∗,y)≥ 0 for every y ∈C.

To our best knowledge, up to now there does not exist an efficient algorithm for
approximating the solution mentioned in this theorem.

3.2. Some solution approaches

A key assumption for equilibrium problem (EP), that we assume in what follows,
is that the bifunction f is convex with respect to its second variable on the feasible con-
vex set C, i.e., f (x, ·) is convex on C for any fixed x ∈C. Under this main assumption,
we have the following auxiliary problem principle.

3.2.1. Auxiliary problem principle and fixed point

The auxiliary problem principle first was introduced by Cohen [12] for the opti-
mization and variational inequality problems and extended to the equilibrium problem
[28].

Theorem 3.2. (Auxiliary problem principle). Suppose that f (x, ·) is subdifferentiable
on C for every x ∈C. Then a point x∗ is a solution of problem (EP) if and only if it is
also a solution to the following regularized equilibrium one

(REP) Find x∗ ∈C such that fρ(x∗,y) := f (x∗,y)+
1

2ρ
∥y− x∗∥2 ≥ 0 ∀y ∈C,

where ρ > 0.

A main advantage of the regularized problem is that the bifunction fρ(x, ·) is
strongly convex on C, which implies that the mathematical program min{ fρ(x,y) |
y ∈ C} always admits a unique solution. Thus x∗ is a solution of (EP) if and only
if x∗ = s(x∗), where s(x∗) is the unique solution of the strongly convex mathematical
programming problem min{ fρ(x∗,y) | y ∈C}, that means x∗ is a fixed point of s(·).

It is worth noting that, under some continuity property of the bifunction f , the
solution-map s : C→C is continuous, and therefore, by the Brouwer fixed point theo-
rem, it has a fixed point whenever C is compact. In order to find a fixed point of this
mapping, one needs additional assumptions to ensure that the mapping has a certain
Lipschitz property such as contractive or nonexpansive. Under the properties, one can
derive iterative scheme for approximating a fixed point of the map s.

For this purpose the following monotonicity concepts for a bifunction are com-
monly used [10], see also [7] Section 20.

Definition 3.1. Let f : H×H→R∪{+∞} and D⊆H such that f is finite on D. The
bifunction f is said to be
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(i) strongly monotone on D with modulus µ > 0 (shortly µ-strongly monotone) if

f (x,y)+ f (y,x)≤−µ∥x− y∥2 ∀x,y ∈ D;

(ii) µ-strongly pseudomonotone on C if

f (x,y)≥ 0 ⇒ f (y,x)≤−µ∥x− y∥2;

(iii) monotone on D if

f (x,y)+ f (y,x)≤ 0 ∀x,y ∈ D;

(iv) pseudomonotone on D if for all x,y ∈ D we have

f (x,y)≥ 0 ⇒ f (y,x)≤ 0.

More types of monotonicity can be found in e.g. [9].
The monotonicity notions of a bifunction are generalizations of those for a (multi-

valued) operator. We recall from [7, 42] that a (multi-valued) operator F with compact
values is said to be

(i) strongly monotone on C with modulus µ > 0 (shortly µ-strongly monotone) if

⟨u− v,x− y⟩ ≥ µ∥x− y∥2 ∀x,y ∈C,u ∈ F(x),v ∈ F(y);

(ii) µ-strongly pseudomonotone on C if for all x,y∈C,u∈ F(x),v∈ F(y) we have

⟨u,y− x⟩ ≥ 0 ⇒ ⟨v,y− x⟩ ≤ µ∥x− y∥2;

(iii) monotone on C if

⟨u− v,x− y⟩ ≥ 0 ∀x,y ∈C,u ∈ F(x),v ∈ F(y);

(iv) pseudomonotone on C if for all x,y ∈C,u ∈ F(x),v ∈ F(y) we have

⟨u,y− x⟩ ≥ 0 ⇒ ⟨v,y− x⟩ ≥ 0.

Clearly the strongly monotonicity implies the monotonicity, which in turn implies
the pseudomonotonicity.

The following Lipschitz-type for a bifunction, which is an extension of the Lips-
chitz property of a map, is often used.

Definition 3.2. (see [27]) The bifunction f is said to be Lipschitz-type on D with the
constants L1,L2 if

f (x,y)+ f (y,z)≥ f (z,x)−L1∥x− y∥2−L2∥y− z∥2 ∀x,y,z ∈ D.
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Clearly, in the optimization case, when f (x,y) = g(y)−g(x), then f is monotone
and Lipschitz-type for any function g.

For the statement of the next lemma, we need the following definition.

Definition 3.3. We say that a multi-valued mapping F : H ⇒ H is Lipschitz with
Hausdorff distance on a closed convex set C ⊂ H if there exists a so-called Lipschitz
constant L> 0 such that

dH(F(x),F(y))≤ L∥x− y∥ ∀x,y ∈C,

in which

dH(F(x),F(y)) = max{ sup
u∈F(x)

inf
v∈F(y)

∥u− v∥, sup
v∈F(y)

inf
u∈F(x)

∥u− v∥}

is the Hausdorff distance between two sets F(x) and F(y).

For the multi-valued mixed variational inequality problem (MixedV I), by taking

f (x,y) := max
u∈F(x)

⟨u,y− x⟩+ϕ(y)−ϕ(x)

we have the following relationships.

Lemma 3.1. (see [41]) (i) If F is Lipschitz with Hausdorff distance on C with Lipschitz
constant L, then f is Lipschitz-type on C with constants L1 = Lξ

2 ,L2 = L
2ξ with any

ξ > 0.

(ii) If F is monotone (resp., strongly monotone, pseudomonotone), then f is strongly
monotone (resp., monotone, pseudomonotone) on C.

The following problem is called Minty (or dual) problem for (EP).

(DEP) Find y∗ ∈C such that f (x,y∗)≤ 0 ∀x ∈C.

The following theorem provides a relationship between (EP) and (DEP).

Theorem 3.3. (see [29]). (i) If f is pseudomonotone on C, then every solution (if
exists) of problem (EP) is also a solution of problem (DEP).

(ii) Conversely, if f (x, ·) is lower semicontinuous and for any y ∈ C the function
f (·,y) is hemicontinuous at zero (i.e., for any x′ ∈ C one has limt→0+ f (tx + (1−
t)x′,y)= f (x′,y) for all y∈C), then every solution of problem (DEP) is also a solution
of (EP).

Note that, since f (x, ·) is convex, the solution set of the Minty problem is a convex
set as it is the intersection of a family of convex sets of the type {y ∈C | f (x,y)≤ 0}.
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3.2.2. Contraction fixed point method

This method is based upon the Banach contraction fixed point theorem. Namely,
we have the following theorem.

Theorem 3.4. (see [33]). Suppose that
(i) for each x ∈C, the function f (x, ·) is convex, subdifferentiable on C;
(ii) f is µ-strongly monotone and Lipschitz type with constants L1,L2 on C.

Then one can choose regularization ρ > 0 (depending on µ and the Lipschitz constants
L1,L2) such that the mapping s(·) : C→C defined by s(x) = argmin{ fρ(x,y) | y ∈C}
is contractive on C. Consequently, for any starting point x0 ∈C, the sequence {xk} is
defined by xk+1 = s(xk) satisfying

∥xk+1− x∗∥ ≤ α∥xk− x∗∥ ∀k ≥ 0,

provided that 0< ρ < 1/(2L2) and α = 1−2ρ(µ−L1), where x∗ is the unique solu-
tion of problem (EP).

Note that we can replace the regularization function ∥·∥2 in (REP) by any strongly
differentiable convex one (Bregman function, for instance). This contraction method
can be extended to the case f is strongly pseudomonotone in e.g. [16]. Note further-
more that, under the assumption of the above theorem, problem (EP) always admits
a unique solution even the feasible set C may not be compact (see [10]). Some other
results for solution existence of problem (EP) can be found in e.g. [10] and the mono-
graphs [8, 24, 25].

For the variational inequality problem concerning single-valued mapping F :

(V I) Find x∗ ∈C such that ⟨F(x∗),y− x∗⟩ ≥ 0 ∀y ∈C,

we have s(x) = PC(x− 1
2ρ F(x)), where PC stands for the metric projection onto the

closed convex set C. In this case we have xk+1 = PC(xk− 1
2ρ F(xk)). It is well known

that if F is merely monotone (not strongly monotone or not strongly pseudomono-
tone), the sequence of the iterates {xk} may not be convergent. For multivalued
monotone variational inequality problems, an algorithm by coupling the Banach it-
erative scheme and the proximal point method was developed in [2].

3.2.3. Extragradient method

The extragradient method was introduced by Korpelevich [26] for optimization
and saddle point problems. Then it has been extended to the equilibrium problem see
e.g. [41]. Namely, we have the following results.

Theorem 3.5. (see [41]). Suppose that the bifunction f is subdifferentiable, pseu-
domonotone, and Lipschitz-type on C with constants L1,L2, while f (·,y) is upper
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semicontinuous for each y ∈C. The sequence {xk} of iterates defined by

yk = argmin{ fρ(xk,y) := f (xk,y)+
1

2ρ
∥y− xk∥2 | y ∈C},

xk+1 = argmin{ fρ(yk,y) := f (yk,y)+
1

2ρ
∥y− xk∥2 | y ∈C}

converges to a solution of (EP) provided 0< ρ <min{1/(2L1),1/(2L2)}.
Note that, as before, we can replace the regularization function ∥ ·∥2 by any Breg-

man one.
In order to avoid the Lipschitz-type condition, a linesearch extragradient algorithm

has been described in [41] and its convergence has been proved. Recently, in [21], an
algorithm, where the stepsize is updated at each iteration (without linesearch), for
solving pseudomonotone equilibrium problem has been developed.

As we have seen, equilibrium problem (EP) can be formulated equivalently as
a fixed point problem. When the bifunction is strongly monotone, the fixed point
map is contractive. The following results in [4] show that when f posseses certain
monotonicity property, problem (EP) can be formulated as a fixed point problem with
the map having certain nonexpansive or generalized nonexpansive property. For this
purpose, let us define two mappings, the proximal mapping and the composited map-
ping. The proximal mapping is denoted by Tρ and defined as the solution set of the
regularized strongly monotone equilibrium problem

Find z ∈C such that f (z,y)+
1

2ρ
⟨y− z,z− x⟩ ≥ 0 ∀y ∈C.

For this mapping we have the following theorem

Theorem 3.6. (see [7]) Suppose that
(i) the solution set S(EP) of problem (EP) is not empty;
(ii) f (·,y) is upper semicontinuous and f (x, ·) is lower semicontinuous, convex on

C for every x,y ∈C.
Then for any ρ > 0, the mapping Tρ is defined everywhere, single valued, and firmly
nonexpansive, i.e.,

∥Tρ(x)−Tρ(y)∥2 ≤ ⟨Tρ(x)−Tρ(y),y− x⟩ ∀x,y ∈C.

Moreover the solution set of (EP) coincides with the fixed point set of Tρ .

The composited mapping is defined for each x ∈C by taking

Cρ(x) := argmin{ f (Bρ(x),y)+
1

2ρ
∥y− z∥2 | y ∈C},

where
Bρ(x) := argmin{ f (x,y)+

1
2ρ
∥y− x∥2}.
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Theorem 3.7. (see [4]). Assume that
(i) The solution set S(EP) ̸= /0;
(ii) f is subdifferentiable and satisfies the Lipschitz-type with constants L1,L2.
(iii) f is jointly continuous on an open set containing C×C.

Then Cρ is quasinonexpansive and demiclosed at 0 provided that

0< ρ <min{1/(2L1),1/(2L2)}.

A survey on the relationship between the fixed point and the equilibrium problem
(EP) can be found in [30].

3.2.4. The proximal and Tikhonov regularization methods

The equilibrium problem (EP), in general, has many solutions, so it is a ill-posed
one. The two main regularization methods commonly used to handle ill-posedness
are the Tikhonov and proximal ones. The Tikhonov and proximal point regularization
methods have been used to various problems in different fields of applied mathematics.
These methods have been extended by Moudafi in [28]. The key idea of these methods
is of the use of a suitable regularization bifunction to define regularized equilibrium
problems depending on regularization parameters, thereby to obtain a trajector that
converges to a solution of the original problem whenever the parameter tends to a
suitable value.

In a regularization method a sequence of regularized equilibrium problems is de-
fined, at each iteration k, as

(3.1) Find xρk ∈C such that fρk(x
ρk ,y) := f (xρk ,y)+

1
2ρk

gk(xρk ,y)≥ 0 ∀y ∈C,

where ρk > 0 (regularization parameter) and gk is a strongly monotone bifunction.
First we consider the Tikhonov regularization method, where the regularized prob-

lem is defined with 1
2ρk

= ck and gk := ⟨x− xg,y− x⟩ (does not depend on k) and xg is
a guessed solution. Then the regularized problem takes the form

(T REPk) Find xk ∈C such that fck(x
k,y) := f (xk,y)+ck⟨xk−xg,y−xk⟩ ≥ 0 ∀y∈C.

We make use the following assumptions.
(A1) f (·,y) is (weakly) upper semicontinuous for each y ∈C;
(A2) f (x, ·) is lower semicontinuous and convex for each x ∈C.

Then we have the following result.

Theorem 3.8. (see [23]) Suppose that f is monotone on C. Then problem (T REPk)
is strongly monotone (hence always admits a unique solution xk) and xk converges
strongly to some x∗ with ck↘ 0 as k→+∞.
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Unlike the Tikhonov regularization, in the proximal regularization the regularized
bifunction at each iteration k depends on the previous iterate, such a bifunction often
used is

fk(x,y) := f (x,y)+ ck⟨x− xk−1,y− x⟩, where ck > 0.

For the proximal regularization method we have the following convergence result.

Theorem 3.9. ([23]) Suppose that f is monotone on C and Assumptions (A1), (A2)
are satisfied. Then, for each k, the regularized problem

(PREPk) Find xk ∈C such that fk(xk,y) := f (xk,y)+ck⟨xk−xk−1,y−xk⟩≥ 0 ∀y∈C

is strongly monotone (hence always admits a unique solution). Furthermore, xk con-
verges weakly to some x∗ as k→+∞ and ck→ c<+∞.

In the case f is pseudomonotone, but not monotone, since the sum of a pseu-
domonotone and a strongly monotone bifunctions may not be monotone, even not
pseudomonotone, the regularized problems for both Tikhonov and proximal regular-
ization methods may have many solutions. However, any trajector converges to the
same solution as shown in the following theorem.

Theorem 3.10. (see [22]). Suppose that f is pseudomonotone on C and satisfies As-
sumptions (A1), (A2). Suppose furthermore that the solution sets of the original prob-
lem (EP) and each regularized problem (T REPk) are nonempty. Let xk be any solution
of the regularized problem (T REPk). Then the sequence {xk} converges strongly to
the unique solution of the strongly monotone equilibrium problem

(BEP) Find x ∈ S such that g(x,y)≥ 0 ∀y ∈ S

that is nearest to xg, where S denotes the solution set of the original problem (EP) and
g(x,y) := ⟨x− xg,y− x⟩.

This result allows the bilevel level methods can be applied to the regularized pseu-
domonotone problem (EP) by solving the strongly monotone equilibrium problem
(BEP). Since S is closed convex and g is strongly monotone, problem (BEP) always
admits a unique solution. An algorithm for solving (BEP) was developed in [14].

For the proximal regularization method, we have a similar result, namely as fol-
lows.

Theorem 3.11. (see [22]). Under the assumptions of Theorem 3.10, the sequence
{xk} with xk being any solution of the regularized problem (PREPk) converges weakly
to a solution of problem (EP) provided 0< ck→ c<+∞.
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3.2.5. The gap function method

An important solution approach to equilibrium problem is based upon formula-
tions of it in the form of a mathematical programming problem by using a gap func-
tion. We recall that g : C→R is called a gap function for problem (EP) if g(x)≥ 0 for
every x ∈C and g(x) = 0 if and only if x solves (EP). The first gap function is called
the Auslender gap function which is defined as g(x) :=−min{ f (x,y) | y∈C}. Clearly
it is a gap function thanks to the condition g(x,x) = 0 for every x ∈C. The main dis-
advantage of this gap function is that the problem defining it may not be solvable,
and if yes, its solutions may not be unique. In order to overcome this disadvantage,
Fukushima in [20] defined the following gap function that is called regularization gap
function by taking for x ∈C,ρ > 0, the function

g(x) :=−min{ f (x,y)+
1

2ρ
∥y− x∥2 | y ∈C}.

Since the objective function of this optimization problem is strongly convex, it is al-
ways uniquely solvable. It is easy to see that it indeed is a gap function for (EP). The
gap functions allow that methods of mathematical programming could be applied to
solve equilibrium problems. However, since the gap function is not convex in general,
finding its global minimum is a difficult task. Algorithms using a gap function for
Minty equilibrium problem were proposed in [39, 40]. Other algorithms for Minty
equilibrium problem can be found e.g. [15]. Some algorithms by coupling the extra-
gradient method with the bundle, inertial (ball heavy), interior, ergodic and splitting
techniques have been proposed in [1, 3, 17, 36, 38, 44] for solving pseudomonotone
problem (EP).

4. Cournot-Nash oligopolistic equilibrium model

An important model for the Nash equilibria in economics is the Cournot-Nash
oligopolistic model. This model was first introduced in [13] in 1838 by Cournot, a
French economist, then it has been extended by using the famous Nash equilibrium
concept.

An oligopolistic market model concerns with n firms (producers) that produce
a common homogeneous commodity. Each firm has a profit function which is the
difference between the income defined by the price and the cost. Each firm attempts
to maximize its profit by choosing the corresponding production level on its strategy
set.

In the classical model the price for all firms and the cost for each firm are given
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respectively as

p(x) := α−β
n

∑
j=1

x j and c j(x j) = ξ jx j +η j,

where α > 0 (in general is large) and β > 0 (often is small), ξ j > 0,η j > 0). So the
price depends on the sum of the commodity, while the cost for each firm depends only
on the amount of the commodity that it produces. Then the profit of each firm j is

(4.1) f j(x) := p(x)x j− c j(x j) ( j = 1, . . . ,n).

Actually, each firm seeks to maximize its profit by choosing the corresponding pro-
duction level under the presumption that the production of the other firms are paramet-
ric input. A commonly used approach to this model is based upon the famous Nash
equilibrium concept. A point (strategy) x∗ = (x∗1, . . . ,x

∗
n)

T ∈ C is said to be a Nash
equilibrium point of this Cournot-Nash oligopolistic market model if

(4.2) f j(x∗)≥ f j(x∗[x j]) ∀ j = 1, . . . ,n, ∀x j ∈C j.

It has been shown [31] that, mathematically, the problem of finding a Nash equilibrium
strategy for an oligopolistic market model with the profit function of each firm being
given by (4.1) can be formulated in the following mixed equilibrium problem.

(MEP) Find x∗ ∈C such that f (x,y) := ⟨B1x−α,y−x⟩+β
[ n

∑
j=1

y2
j−x2

j

]
≥ 0 ∀y∈C,

where B1 is the (n× n)-matrix whose every diagonal entry is zero and the others are
all β . It is well known (see [31]) that for this classical model, problem (MEP) can
be formulated equivalently in the form of a strongly convex quadratic program. In the
case there is a convex cost function rather than all are affine, the model can be formu-
lated as a monotone equilibrium problem (see e.g. [33]). In practice, since the cost
for producing a unit commodity does decrease as the amount of the commodity gets
larger, the cost is a concave increasingly function, the model then can be formulated
as the mixed equilibrium problem
(MEP1)

Find x∗ ∈C such that f (x,y) := ⟨B1x−α,y−x⟩+β
[ n

∑
j=1

c j(y j)−c j(x j)
]
≥ 0 ∀y ∈C.

When c j is concave even for only one j, the function f (x, ·), in general, is neither con-
vex nor quasiconvex, and therefore a local equilibrium point may not be a global one.
An algorithm for finding a stationary point of this nonconvex equilibrium problem was
developed in [34], whereas a branch-and-bound algorithm using global optimization
techniques for approximating the equilibrium problem (MEP1) was proposed in [35].
Recently in [45] an algorithm for solving problem (MEP1) with the bifunction f is
quasiconvex and pseudo-paramonotone.
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5. Conclusion

We have outlined some basic solution methods for solving equilibrium problems
under the two main assumptions that the bifunction involved possesses certain mono-
tonicity property and is convex in its second variable. Namely, we have shown how to
formulate the problem in the form of a fixed point one that satisfies a suitable contrac-
tion property or its generalized nonexpansiveness. We have also presented the auxil-
iary problem principle, the regularization techniques as well as extragradient and gap
function methods. Unfortunately, these solution methods may fail to apply directly to
the problems, where the bifunction involved is quasiconvex rather than convex. In our
opinion, research on efficient algorithms for finding a solution of the equilibrium prob-
lem whose solution existence has been proved by Ky Fan would be very interesting.
Further research for the following subjects might be of interest.

• Development of new more efficient algorithms for problem (EP);

• Solution algorithms for convex split feasibility problem of finding x∗ ∈C,F(x∗)∈
Q with C and/or Q being given implicitly as the solution sets of certain equilib-
rium problems;

• Extensions of the above mentioned methods to vector and set-valued equilib-
rium problems;

• Applications of problem (EP) to study models in game theory and in optimal
control;

• Solution algorithms for practical equilibrium models encounted in economics,
environments, and other fields by using the form of problem (EP);

• Solution methods for equilibrium problems where the bifunction is monotone
(not paramonotone) and quasiconvex with respect to its second variable.
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Abstract. In [4] M. Farber defined the topological complexity TC(X) of
a path-connected space X. Generalizing this notion, ten years later, Yu.
Rudyak introduced a sequence of invariants, called the higher topological
complexities TCn(X), for any path-connected space X in [7]. These in-
variants have their origin in the notion of the Schwarz genus of a fibration
defined in [8]. One of the tools used to calculate these invariants is the
product inequality for the Schwarz genus. In this paper, we will give a
generalization of the product inequality of the higher topological complex-
ity.

1. Introduction

LetX be a path-connected topological space, PX the space of all continuous
paths γ : I = [0, 1]→ X with the usual compact-open topology.

Let’s consider the map

π : PX −→ X ×X .
γ 7−→ (γ(0), γ(1))

Key words and phrases: higher topological complexity, configuration space, Schwarz genus,
product inequality.
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In [4], M. Farber defined the topological complexity TC(X) ofX as the smallest
number k such that there exists an open covering {Ui, i = 1, ..., k} of X × X
with a continuous section si : Ui → PX of π on each Ui, i.e. π ◦ si = idUi .

In 2010 Yu. Rudyak (see [7]) introduced a series of invariants, denoted
by TCn(X), n ≥ 2, for any path-connected space X. TCn(X) is called the
higher topological complexity ofX. It coincides with the topological complexity
TC(X) defined by M. Farber when n = 2.

Since then, the higher topological complexity has been computed for many
topological spaces like spheres in [7] and product of spheres in [1], wedge sum
of spheres of different dimensions in [3], configuration spaces on Euclidean
spaces in [5], configuration space of distinct ordered points on compact Riemann
surfaces of genus g in [6], the complement of some classes of complex hyperplane
arrangements in [2].

Being closely related to the notion of the Schwarz genus and the Lusternik-
Shnirelman category, the higher topological complexity inherited many inter-
esting properties of these invariants. Some of these properties such as some
evaluations from above or from below are used in computing the higher topo-
logical complexity TCn.

One of the important evaluations of higher topological complexity is the
product inequality saying that if X and Y are path-connected spaces, then

TCn(X × Y ) ≤ TCn(X) + TCn(Y )− 1.

In this paper, we give a generalization of this inequality. The paper is orga-
nized as follows. In section 2 we investigate the higher topological complexity
and some of its properties. We formulate and prove our main result in section
3.

2. Higher topological complexity

For n = 2, 3, . . . let Jn denote the wedge sum of n closed unit intervals [0, 1]i,
i = 1, . . . , n with 0 as attached point. Suppose that XJn denotes the space of
all continuous maps γ : Jn → X with compact-open topology. Consider the
map

eXn : XJn −→ Xn ,
γ 7−→ (γ(11), . . . , γ(1n))

where 1i is the unit in [0, 1]i respectively.
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Definition 2.1 (see [7]). The higher topological complexity TCn(X) of the
space X is the smallest number k such that there is an open covering {Ui, i =
1, . . . , k} of Xn and there exists a continuous section si : Ui → XJn of eXn , on
each Ui, i.e., e

X
n ◦ si = idUi .

Obviously, when n = 2, TC2(X) coincides the topological complexity TC(X)
defined by M.Faber.

Remark 2.1. It is known that the map eXn is a fibration in the sense of
Serre. By definition, the higher topological complexity TCn(X) of the space X
is exactly the Schwarz genus of the fibration eXn (see [8]). Moreover, as it is
indicated in [7], eXn is a fibrational substitute of the diagonal map dn, i.e. there
exists a homotopy equivalence h : X → XJn such that dn = eXn ◦ h. Therefore,
TCn(X) is also called the Schwarz genus of dn.

Similar to the topological complexity, the higher topological complexity
TCn(X) is a homotopy invariant. This property has been proved for the topo-
logical complexity TC(X) in [4]. We present here proof of this important
property for the TCn(X).

Proposition 2.1. Suppose that X is homotopic to Y . Then TCn(X) =
TCn(Y ).

Proof. Assume that there exist continuous maps f : X → Y and g : Y → X
such that f ◦ g ≃ idY . We will prove that TCn(Y ) ≤ TCn(X).

Let U be a open set in Xn such that there exists a continuous section
s : U → XJn of eXn .

For (B1, . . . , Bn) ∈ U , we have s(B1, . . . , Bn) is a map γ : Jn → X. For
any i = 1, . . . , n, let γi be the path in X defined by γi(t) = γ|[0,1]i(t), where
[0, 1]i denotes the i

th unit interval in the wedge Jn = [0, 1] ∨ . . . ∨ [0, 1].

Let’s consider the set

V = (g × . . .× g)−1(U) = {(A1, ..., An) ∈ Y n|(g(A1), ..., g(An)) ∈ U}.
We are going to construct a continuous section σ : V → Y Jn of eYn on this open
set V of Y n.

Suppose that Ht : Y → Y is the homotopy idY ≃ f ◦ g with H0 = idY ,
H1 = f ◦ g. For (A1, A2, ..., An) ∈ V we have (g(A1), ..., g(An)) ∈ U and
therefore there exists a continuous section s of eXn . As mentioned above,
s(g(A1), ..., g(An)) is a path γ : Jn → Xn. Now, we define [A1, Ai] to be
the path in Y connecting A1 to Ai , i = 1, . . . , n, by

[A1, Ai](t) =





H3t(A1), if 0 ≤ t < 1
3

f(s(g(A1),g(Ai))(3t− 1)), if 1
3 ≤ t < 2

3

H3(1−t)(Ai), if 2
3 ≤ t ≤ 1

.
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Here s(g(A1),g(Ai)) denotes the path in X, connecting g(A1) to g(Ai), defined
from s by

s(g(A1),g(Ai))(t) =




γ1(1− 2t), if 0 ≤ t < 1

2

γi(2t− 1), if
1

2
≤ t ≤ 1

.

The section σ of eYn on V is defined by putting

σ(A1, ..., An) = ([A1, A1], [A1, A2], ..., [A1, An]).

Here the right hand side denotes a map from Jn to Xn having its restriction
on the ith summand [0, 1]i of J

n to be the path [A1, Ai]. It is easy to see that
σ defined above is continuous and eYn ◦ σ = idV . Thus, TCn(Y ) ≤ TCn(X).

Similar arguments will prove TCn(X) ≤ TCn(Y ). And these imply the
Proposition.

The following property shows the relation between the higher topological
complexity TCn(X) of a space X and homotopy properties of X.

Proposition 2.2. If X is a finite r-connected polyhedron, then

TCn(X) <
ndimX + 1

r + 1
+ 1.

In particular r = 0 (i.e. X is path-connected) then

TCn(X) ≤ n dimX + 1.

Proof. As it is mentioned in the Remark after Definition 2.1, the higher topo-
logical complexity TCn(X) is nothing but the Schwarz genus of the fibration
eXn . The proposition is a consequence of the similar property of the Schwarz
genus (see [8, Theorem 5]).

A lower bound for the higher topological complexity of the space X is given
in terms of its cohomology with coefficient in any field K.

Definition 2.2. Let X be a finite path-connected polyhedron. Suppose that n
is an integer, dn is the diagonal map dn : X −→ Xn and K is a field.

1. The kernel of the homomorphism d∗n : H∗(Xn;K) −→ H∗(X;K) is called
the n-zero divisor of X.

2. dn-zero divisor cup length of X, denoted by cl(X,n) (see[1]), is the max-
imal number k such that there exists k elements of the n-zero divisor of
X satisfying u1 ∪ u2 . . . ∪ uk ̸= 0.
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Then cl(X,n) will be a lower bound of TCn(X). Precisely, we have the
following proposition, which follows from [8, Theorem 4]. Detailed proofs can
be found in [7] and [1].

Proposition 2.3. Suppose that n is an integer, n ≥ 2.

i) Let X be a path-connected topology space. Then

TCn(X) ≥ cl(X,n) + 1.

ii) For finite path-connected polyhedra X and Y we have

cl(X × Y, n) ≥ cl(X,n) + cl(Y, n).

The next property, usually called product inequality, gives us an estimate of
the higher topological complexity of the product space by those of its factors.
This inequality is very useful in computing the higher topological complexity
of many spaces.

Proposition 2.4. For path-connected spaces X and Y . If (X×Y )n is normal,
then we have

TCn(X × Y ) ≤ TCn(X) + TCn(Y )− 1.(2.1)

Similar property for the Schwarz genus is known in [8, proposition 22] and
for the topological complexity TC(X) in [4]. A detailed proof for the case of
the higher topological complexity can be found in [1].

3. A generalization of inequality product

In this section, we will generalize the inequality product for the higher
topological complexity.

Theorem 3.1. Suppose that E,X are finite path-connected CW -complexes,
(Y, y0) is a pointed space and p : E → X is a continuous map such that the
following conditions hold

i) For all x ∈ X, the fiber p−1(x) is homotopic to Y .

ii) The map p accepts a section s : X → E, i.e., p ◦ s = idX .

iii) There exists a family of homotopy equivalences hx : p−1(x)→ Y depend-
ing continuously on x ∈ X such that hx(s(x)) = y0.
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Then,

TCn(E) ≤ TCn(X) + TCn(Y )− 1.

To prove our main result, we first need some technical lemmas.

Lemma 3.1. Let Y be a finite path-connected CW -complex, U an open set in
Y n on which there is a continuous section sU : U → Y Jn of eYn . Then, for any
y0 ∈ Y there exists always a continuous section s′U : U → Y Jn of eYn such that
s′U (A1, ..., An)(0) = y0 for any (A1, ..., An) ∈ U .

Proof. We first consider the case when y0 ∈ U .

For (A1, ..., An) ∈ U we have sU (A1, ..., An) is a map γ : Jn −→ Y n. Denote
γ(0) = P ∈ Y . Define γi to be the restriction of γ on the ith unit interval of
Jn. That is, γi is a path connecting P and Ai.

By means of the section sU , it implies that for any point P ∈ U , there
exists a path connecting y0 to P and this path depends continuously on P . Let
denote this path by ℓP .

Now the section s′U is defined by putting s′U (A1, ..., An) to be a map γ′ :
Jn −→ Y n, where γ′ has its restriction on the ith unit interval of Jn as ℓP ∗
γi. It is easy to see that s′U (A1, ..., An) is a continuous section of eYn and
s′U (A1, ..., An)(0) = y0.

Now suppose that y0 /∈ U . Let fix a point y1 ∈ U . By the above arguments,
we can construct a continuous section s̃U of eYn such that s̃U (A1, ..., An)(0) = y1.
Suppose that s̃U (A1, ..., An) is a map γ̃ : Jn −→ Y n. Then its restriction γ̃i
on the ith unit interval of Jn is a path connecting y1 to Ai. Fix a path ℓ in Y
connecting y0 and y1. Now we define the section s′ by putting s′U (A1, ..., An) to
be a map Jn −→ Y n having its restriction on the ith unit interval of Jn to be ℓ∗
γ̃i . Obviously, the defined map σ′ is a section of eYn having s′U (A1, ..., An)(0) =
y0.

The following lemma is implied from Proposition 20 of [8] and the fact that
TCn(X) coincides with the Schwarz genus of the fibration enX .

Lemma 3.2. Given the topological space X, let C = {C1, ..., Cp} and D =
{D1, ..., Dq} be open covering of Xn such that on each Ci∩Dj there exists local
section of en. Then

TCn(X) ≤ p+ q − 1.

Proof. [Proof of Theorem 3.1] Suppose that TCn(X) = p. By definition, there
is an open covering U = {U1, . . . , Up} of Xn such that there exists a section of
eXn on each Ui. Put Ci = {(A1, . . . , An) ∈ En|(p(A1), . . . , p(An)) ∈ Ui}. Then
C = {C1, . . . , Cp} is an open covering of En
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Suppose that TCn(Y ) = q, and V = {V1, . . . , Vq} is an open covering of Y n

such that there exists a section of eYn on each Vj . Let

Dj = {(A1, . . . , An) ∈ En|(hp(A1)(A1), . . . , hp(An)(An)) ∈ Vj}.

Then D = {D1, . . . , Dq} is an open covering of En. Let we fix a section of eYn
on each Vj as that in the Lemma 3.1.

We will now construct a section of eEn on each Ci ∩ Dj , i = 1, . . . , p, j =
1, . . . , q. Suppose that (A1, . . . , An) ∈ Ci ∩Dj ⊂ En.

By definition (A1, . . . , An) ∈ Ci means that (p(A1), . . . , p(An)) ∈ Ui. Since
there exists a continuous section s1 of eXn on Ui, there is a path going from
p(A1) to p(Ai) defined by this section s1. Let denote γ2 the image of this path
by the section s of p.

Since (A1, . . . , An) ∈ Dj it implies that (hp(A1)(A1), . . . , hp(An)(An)) ∈ Vj .
By assumption, there exists a section s2 of eYn on this Vj . Let’s choose s2 to
be the one defined in the Lemma 3.1. This section s2 defines a path in Y
connecting hp(A1)(A1) to the point y0. We denote by γ1 the inverse image of
this path by the homotopy equivalence hp(A1).

Similarly, the section s2 defines a path in Y connecting y0 to the point
hp(Ai)(Ai), i = 1, . . . , n. We denote by γ3 the inverse image of this path by the
homotopy equivalence hp(Ai).

We denote by [A1, Ai] the path γ1 ∗ γ2 ∗ γ3.
Now we can define a map σ : Ci ∩ Dj −→ En by putting σ(A1, ..., An) =

([A1, A1], ..., [A1, An]) for any (A1, ..., An) ∈ Ci ∩Dj .

This map σ is obviously a continuous section of eEn . Applying the Lemma
3.2 we have TCn(E) ≤ p+ q − 1 = TCn(X) + TCn(Y )− 1.

Remark 3.1. Suppose that X,Y are path-connected CW -complexes. Put
E = X×Y and the map p : E → X to be the projection in the first component.
The map s : X → E defined by s(x) = (x, y0) is obviously a section of p
and hx : p−1(x) → Y , hx(x, y) = y is a homotopy equivalence. Then, all
the assumptions of Theorem 3.1 are satisfied. And we get again the product
inequality (2.1) as stated in Proposition 2.4.

Theorem 3.1 has been used to compute the higher topological complexity
of configuration spaces on some topological manifolds in [3]. We briefly recall
the case of configuration space F (T, k) on the two-dimensional torus.

The configuration space of k distinct ordered points in T is a subset of Tk,
defined by

F (T, k) = {(x1, · · · , xk) ∈ Tk| xi ̸= xj with 1 ≤ i ̸= j ≤ k}.
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Proposition 3.2. Let k be an integer with k ≥ 2. The higher topological
complexity of the configuration space of k instinct ordered points on the 2-
dimensional torus T is

TCn(F (T, k)) = n(k + 1)− 1.

Observe that the projection on the first k − 1 coordinates πk : F (T, k) −→
F (T, k − 1) is a fibration with the fiber homotopic to the bouquet of k circles
Yk = S1 ∨ . . . ∨ S1︸ ︷︷ ︸

k

. It is proved in [3] that this fibration πk admits a section

σk for any k = 1, . . . and satisfies all assumptions of Theorem 3.1. Combin-
ing properties of the higher topological complexity mentioned in the previous
section and Theorem 3.1 we get

TCn(F (T, k)) ≤ TCn(F (T, k − 1)) + TCn(Yk)− 1.

Moreover, it follows from [3, Theorem 3] that TCn(Yk) ≤ n + 1 for k ≥ 2.
So,

TCn(F (T, k)) ≤ TCn(F (T, k − 1)) + n for all k ≥ 2.

By induction on k, we get

TCn(Fn(T, k)) ≤ TCn(F (T, 1)) + n(k− 1) = 2n− 1 + n(k− 1) = n(k+ 1)− 1.

To prove that n(k + 1)− 1 is the lower bound of TCn(F (T, k)) we need to
use the lower bound stated in Proposition 2.3 and spectral sequence arguments.
We will skip it here. A detailed proof can be found in [3]
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[1] I. Basabe, J. González, Y.B. Rudyak, and D. Tamaki, Higher
topological complexity and homotopy dimension of configuration spaces on
spheres, Algebr. Geom. Topol. 14 (2014), 2103-2124.

[2] Nguyen Viet Dung and Nguyen Van Ninh, The Higher Topologi-
cal Complexity of Complement of Fiber Type Arrangements, Acta Math
Vietnam 42, 2(2017), p.249-256.

[3] Nguyen Viet Dung and Nguyen Van Ninh, The higher topological
complexity of configuration spaces of odd-dimensional spheres, Singulari-
ties - Kagoshima, 2017, World Scientific (2020). pp 167-183.



A generalization of product inequality 65

[4] M.Farber, Topological complexity of motion planning, Discrete Comput.
Geom 29(2003) 211 - 221.
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Abstract. In recent years, blockchain technology, with its outstanding
advantages in terms of security and decentralized data storage, has quickly
been applied in education, especially in managing educational certificates.
The traditional paper certificate management process has many limitations
on security, storage, verification, ownership, and prevention of certificate
fraud and tampering. With emerging blockchain technology, the tradi-
tional paper certificate management process has changed to a new stage
with massive benefits and opportunities to overcome the above challenges.
Following this approach, many blockchain-based applications have been
proposed, and several universities worldwide have adopted various solu-
tions based on blockchain technology. This paper presents implementing
an educational certificate management system based on blockchain tech-
nology using the Hyperledger Fabric platform. Our proposed solution can
be solved in almost storage and security aspects of certificate management
problems, such as confidence, verification, ownership, and tamper avoid.

1. Introduction

Blockchain technology is the core technology used to create a cryptocur-
rency. In 2008, this technology was introduced by Satoshi Nakamoto along
with Bitcoin - a cryptocurrency [1]. It has been considered part of the fourth

Key words and phrases: Blockchain, Hyperledger Fabric, Educational Certificate, Verifica-
tion, Permissioned Blockchain.
2020 Mathematics Subject Classification: 68P25
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industrial revolution and was quickly researched and applied in many fields
such as finance, insurance, healthcare, the Internet of Things (IoT), supply
chain management, intellectual property management, etc.

The development of blockchain technology could be divided into three main
stages: Blockchain 1.0, 2.0, and 3.0. Blockchain 1.0 was used for cryptocurren-
cies. Blockchain 2.0 was introduced along with smart contracts for managing
digital properties. A typical case is the Ethereum platform proposed by Vitalik
Buterin [6]. In Blockchain 3.0, many applications were developed in various
sectors such as government, education, finance, insurance, healthcare, and sci-
ence [10].

The application of Blockchain to education is still in the early stages. Educa-
tional institutions and universities have started to study and utilize blockchain
technology. Most institutions use it to secure, share, and verify academic
achievement. However, this technology can be applied in many cases, such
as issuing the Certificate, storing a portfolio, managing intellectual property,
identification, etc. [2]. Many researchers in the field believe that blockchain
technology has much more to offer and can revolutionize the field. In the case
of certificate management, digital certificates will be stored and secured on a
blockchain system. Then, they cannot tamper, and the accuracy of the Cer-
tificate can be easily verified by anyone who can access the blockchain system
through an application without any third party. Because no intermediary is
required to verify the Certificate, the Certificate can still be validated even if
the organization that issued it no longer exists. The records of certificates on
a blockchain can only be destroyed if all copies stored on network nodes are
eliminated.

In this paper, we briefly introduce applications of blockchain technology in
the education field, educational certificates, and certificate management pro-
cess and exploit the advantages of certificate management based on blockchain
technology. We also propose a digital academic certificate management solution
based on the Hyperledger Fabric platform. The rest of the article is structured
as follows. Section 2 presents mainly related work. In section 3, we illustrate
a brief overview of blockchain technology. Section 4 outlines the certificate
management process and the types of different certificates. In Section 5, we
propose an educational certificate management solution. Last but not least,
we conclude this article in Section 6.
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2. Related Works

With its outstanding features, blockchain technology could benefit the ed-
ucation field significantly. Recently, numerous blockchain-based apps for edu-
cational purposes have been developed, and extensive studies and analyses on
Blockchain in the field of education have been conducted. Blockchain-based
applications were classified into 12 main categories, including certificates man-
agement, competencies, and learning outcomes management, evaluating stu-
dents’ professional ability, protecting learning objects, securing collaborative
learning environment, fees and credits transfer, obtaining digital guardianship
consent, competitions management, copyrights management, enhancing stu-
dents’ interactions in e-learning, examination review, and supporting lifelong
learning. Each category addresses security, identity authentication, trust, and
privacy issues within the education environment [15].

In the case of certificate management, it concerns handling all forms of aca-
demic certificates, transcripts, or other accomplishment records. Many appli-
cations that used blockchain technology for managing digital certificates were
proposed. And many educational institutions and universities worldwide have
applied this technology to manage and issue their digital education certificates.
In 2017, The University of Nicosia (UNIC) issued and validated certificates
using a public blockchain based on the open-source standard ”Blockcerts”.
The Knowledge Media Institute (KMI) within Open University(OU), United
Kingdom (UK), has performed a study on enhancing standards for badging,
certification, and reputation on the Web with the use of blockchain technology.
In addition, the Massachusetts Institute of Technology (MIT) has used the
Learning Machine (LM) Certificates to issue digital diplomas for students at
the MIT Media Lab [2]. Sony Global Education has also developed an internal
certification management system and a system that applies to the education
sector using blockchain technology [3].

Some innovative digital educational certification platforms using blockchain
technology were also proposed. Nespor [16] proposed a blockchain-based certi-
fication platform that compensated for using the school as a certification agent.
This platform would authorize universities or educational institutions to supply
official certificates for students with a high level of privacy of their information.
Thus, students could share it directly with anyone requesting their certificates.
Authors in [17] introduced a novel blockchain-based education solution for issu-
ing and verifying official transcripts or certificates. The individuals could have
access to their data records and can easily share those records with others.
However, only certified organizations can access and modify the stored data
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under some restricted conditions and rules. Srivastava et al. [18] proposed a
globally trusted blockchain-based educational framework among various stake-
holders like universities, companies, and other educational institutions that
agree to collaborate as a part of the framework. This framework supports
verifying the academic certificates and course credits of a learner registered in
a university or an educational institution which can be digitally transferred
among the stakeholders. All stakeholders know students’ education records
by achieving consistency among the local copies of educational certificates and
credits.

3. Blockchain Technology Background

Blockchain technology combines cryptographic theory, game theory, and
techniques in computer science. This section outlines the key concepts and
components used in this technology.

Blockchain. Blockchain is a block sequence containing a complete list of
cryptographically signed transaction records, called a digital ledger [1]. Each
block is cryptographically linked to the previous block after the validation
process. When new blocks are created, they are replicated across copies of the
ledger within the network, and any conflicts are resolved automatically using
previously established rules. The first blockchain block is called the genesis
block, which has no parent block. A typical blockchain is shown in Figure 1.

Figure 1. A typical Blockchain

Block. A block contains a block header and data (as shown in Figure 1).
The block header contains metadata for this block. The block data includes a
list of validated transactions published to the blockchain network. It should be
noted that they can define their data fields in the different blockchain systems.
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However, many blockchain systems have data fields like the following:
The block header includes data fields as

• Previous block header’s Hash: a hash value that points to the previous
block.

• Hash of block data: the hash value of all the transactions in the block

• Timestamp

• Nonce Number: used for every hash calculation

The block data is composed of a transaction list. The maximum number of
transactions a block can contain depends on the block size and the size of each
transaction.

Cryptographic Hash Functions. These functions are used for many op-
erations in the Blockchain. Hashing applies a cryptographic hash function to
input data, which calculates a relatively unique output (called a digest or a
hash code). Input data can be nearly any type (e.g., a file, text, or image).
Anyone can take input data, hash that data, and derive the same result. This
proves that there was no change in the data. Even the smallest change to the
input data (e.g., changing a single bit) will result in a completely different out-
put digest [4]. Within a blockchain network, hash functions are used for many
tasks, such as: creating unique identifiers, combining with the public key to
derive addresses, and securing the block data and header.

Asymmetric-Key Cryptography. Blockchain uses asymmetric-key cryp-
tography (public-key cryptography) [5]. Asymmetric-key cryptography uses a
pair of keys: a public key and a private key. These keys are mathematically
related to each other. The public key is made public, but the private key must
be kept secret. Although there is a mathematical relationship between the two
keys, the private key cannot be determined based on knowledge of the public
key. Data can be encrypted with the public key and then decrypted with the
private key.
Asymmetric-key cryptography enables a trusting relationship between users
who do not know or trust one another by verifying the integrity and authen-
ticity of transactions. A private key is used to encrypt transactions to create
a digital signature of the transaction to do. The digital signature of the trans-
action is broadcasted throughout the whole network, and anyone also can use
public keys to verify the digital signatures. Since the public key is always pub-
lic, encrypting the transaction with the private key proves that the signer of
the transaction has access to the private key. Alternatively, one can encrypt
data with a user’s public key such that only users with access to the private
key can decrypt it.
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In Blockchain, private keys create a digital signature by encrypting the trans-
action. Public keys verify digital signatures generated with private keys and
derive addresses.

Consensus mechanism. Most blockchain systems use consensus protocols to
reach consensus among untrustworthy nodes in decentralized environments. In
the existing systems, there are many consensus mechanisms, such as Proof-of-
Work (PoW) [1], Proof-of-Stake (PoS) [6], Practical Byzantine Fault Tolerance
(PBFT) [7], and RAFT [8], etc.
PoW is a consensus protocol used in the Bitcoin network [1]. In a decentralized
network, a node wants to publish a block of transactions and add this block
to the Bitcoin blockchain to get rewards, and much work has to be done to
prove that the node is not likely to attack the network. The nodes repeatedly
run hashing functions to find a Nonce value, which is challenging but easy for
others to validate. This enables all other nodes to validate any new blocks
quickly, and any proposed block that is not satisfied will be rejected.
Proof-of-Stake (PoS) is used in Ethereum [6]. The PoS model is based on the
idea that the more stake a user has invested into the system, the more likely
they will want the system to succeed and the less likely they will want to sub-
vert it. The stake is often an amount of coin the blockchain network user has
invested into the system in various ways. PoS blockchain networks use the
amount of stake as a determining factor for publishing new blocks. Thus, the
capability of a blockchain network user to publish a new block is dependent
on the ratio of their stake to the overall blockchain network amount of staked
coin. There is no need to perform resource-intensive computations as found in
POW with this consensus model. So, Compared to PoW, it saves more energy
and is more effective.
Practical Byzantine Fault Tolerance (PBFT) [7] and RAFT [8] [9] are consensus
protocols used in different versions of the Hyperledger Fabric platform. They
are used in the ordering service, which receives endorsed transactions from the
clients and emits a stream of blocks.

4. Certificate considerations

In this session, the main characteristics of a certificate and its management
system will be presented to figure out how to apply blockchain technology to
this area.
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4.1. Certificate Concept

A certificate contains a certified statement, especially about the truth of
something. In education, the Certificate is used as evidence for the achievement
of learning outcomes, the teacher’s competence, a learner’s learning process,
etc. Certification describes any process by which a certificate is issued to verify
a claim [2].

4.2. Processes involved in the certification

There are three processes involved in certification including:

Issuing. This is the process of generating and recording certificate data
such as certificated requests, certificate issuer, evidence, recipient, and signa-
ture onto a certificate. Usually, this data is stored in a centralized database
and on a certificate issued to the user.

Sharing. The recipients will share their certificates with a third party in
this process. There are three methods to sharing credentials: directly transfer-
ring the Certificate (or a copy of the Certificate) to the third party; storing the
Certificate with an authorizer who is only allowed to share with specific people
according to your request; publishing the Certificate by putting it in an online
public store, where everyone may view it.

Verification. In this process, a third party will verify the Certificate’s
authenticity. There are three ways to do this

• Verification uses security features built into the Certificate, such as check-
ing the seal’s authenticity, special security paper, signature, etc.

• Verification of Certificate through the original issuer whereby a third
party contacts the original issuer to ask whether they issued the Certifi-
cate.

• Verification utilizing an application that can access a centralized database
provided by the issuer. Anyone can look up certificates in this database
to see copies of all issued certificates. Level and compare the two versions
with each other.

4.3. Limitations of Paper Certificates

Most certificates and records are still issued on paper and are widely used.
However, paper certificates also have the following significant disadvantages [2]:
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• Paper certificates are easy to forget. Therefore, the issuer must store a
list of the issued certificates for verification. This verification is a manual
process; hence, it is time-consuming and requires considerable human
resources.

• While certificates may still be valid, the ability to verify them is lost if
the issuer no longer exists.

• The more secure the Certificate, the Certificate cost is the more expensive.

• Issuers can cheat when issuing certificates without any restrictions.

• Once a certificate has been issued, there is no way to revoke the Certificate
unless the owner relinquishes control of it.

4.4. Digital Certificates not using Blockchain Technology

Digital certificates are issued without using a blockchain system and have
many advantages over paper certificates, such as:

• They use fewer resources to issue, maintain and use because the verifi-
cation process can be done automatically. The security of a certificate is
based on the security of cryptographic protocols, which assures that it is
inexpensive to make but prohibitively expensive for anybody other than
the issuer to reproduce.

• Issuers can revoke certificates.

• Some issuer fraud is not possible, such as changing the timestamp, chang-
ing the Certificate’s serial number, etc.

However, this digital Certificate also has some significant disadvantages,
such as:

• If not using digital signatures, they are still straightforward to forget.

• If digital signatures are used, the issuance and verification of certificates
significantly depend on third parties who are digital signature providers.

• Keeping digital certificates safe can require complex backup systems.
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4.5. Digital Certificates using Blockchain Technology

Blockchain technology is considered ideal for securing, sharing, and verifying
certificates. Once certificate information is stored on a blockchain system, it
cannot be altered or tampered with. As a result, blockchain-secured digital
certificates hold significant advantages over paper certificates or other digital
certificates (non-blockchain), such as:

• They cannot be tampered with.

• Verification of the Certificate is done easily by anyone through a piece of
software without any intermediary parties.

• A certificate can still be validated even if the organization that issued it
no longer exists or has an access system.

• Certificates can only be destroyed if every copy of the ledger on every
node in the blockchain system is destroyed.

• Using a Hash of the document allows the document’s signature to be
published without needing to publish the document itself, thus ensuring
its privacy.

5. The proposed platform for the education certificate management
system

5.1. Scope and requirements

An educational certificate management system is built on a blockchain plat-
form that focuses on solving problems in certificate management, such as se-
curity, authentication, and ownership, with specific requirements as follows:

• The issuers who want to participate as a system member must be pre-
defined and licensed.

• The certificates stored on the blockchain system must be secure and can-
not be tampered with. These certificates have to be verified easily and
quickly by third parties who need to verify the certificates. The input
to the solution is the certificate information. Certificate information in-
cludes the Certificate number, issuer’s information, recipient’s informa-
tion, Certificate’s content, expiration date, the status of the Certificate,
etc.
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• Build an application that helps issuers manage statistics certificates and
the life cycle of certificates through the functions such as data input
function, search, statistics, etc.

• Providing functions that allow recipients to share certificates and manage
their certificates.

• Providing tools to help third parties(such as employers, educational in-
stitutions, etc.) verify certificates easily and quickly. Reduce time for
validating a certificate.

5.2. Designing system

A. System architecture

We designed the education certificate management system based on the
Hyperledger Fabric platform with the given requirements (Figure 2). Permis-
sioned blockchain platforms are increasingly used in industry. To find the most
suitable blockchain platform to design and implement an education certifi-
cate management system, we review and assess the three leading permissioned
blockchain platforms: Hyperledger Fabric, Quorum, and R3 Corda, concerning
performance, scalability, privacy, and other criteria.

Hyperledger Fabric is an open-source permissioned blockchain platform
developed by the Linux Foundation community. It is designed for enterprise
contexts and delivers critical differentiating capabilities over other popular dis-
tributed ledger or blockchain platforms [13]. The Fabric uses smart contracts
(also called chaincodes) to implement the application logic. In this platform,
consensus protocols can be plugged in (such as Practical Byzantine Fault Toler-
ance (PBFT), Raft or Kafka,. . . ). With a highly modular and configurable ar-
chitecture, Hyperledger Fabric is one of the permissioned blockchain platforms
that can be applied in many fields, such as finance, banking, healthcare, human
resources, supply chain, and even digital music delivery, etc. Walmart used Hy-
perledger Fabric to take on food traceability and safety. Sony Global Education
chooses Hyperledger Fabric for its Next-Generation Credentials Platform [14].

R3 Corda is an open-source permissioned platform developed by R3 Cor-
poration Corda’s design was initially driven by the needs of regulated financial
institutions but turned out to be far more broadly applicable [21]. Corda also
uses smart contracts for implementing the application logic. It has two types
of consensus: the validity of the transaction and the uniqueness of the transac-
tion. Each signer checks validity before signing the transaction, and the Notary
nodes check uniqueness. The consensus is reached by the nodes that carry out
the transactions, not the entire system.
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Quorum is an enterprise blockchain platform initially developed by J.P.
Morgan for the financial sector but can be used for any industry. Quorum
is a permissioned blockchain based on the Ethereum blockchain [23]. More
precisely, it is a fork from go-Ethereum, with several better modifications re-
garding privacy, consensus protocol, performance, etc. It uses other consensus
protocols for consortium blockchains, such as a Raft-based consensus protocol
and Istanbul BFT [20].

Table 1 provides an essential characteristics summary of the three above
blockchain frameworks [19] [20] [22].

Characteristics Hyperledger
Fabric

R3 Corda Quorum

Governance/Support Linux Founda-
tion

R3 Corpora-
tion

J.P. Morgan
Chase

Mode of operation Permissioned Permissioned Permissioned
Consensus Plug-in con-

sensus mecha-
nism

Voting-
based/RAFT

Clique PoA of
RAFT-based
or Istanbul
BFT

Smart contracts Yes Yes Yes
Privacy Channels and

private data
collections
permit high
customization

Transactions
are private
by default.
Information
shared on a
need-to-know
basis

Supports pri-
vate and public
transactions

Performance Strongest
latency and
throughput
values

Strongest la-
tency, poor
throughput

Poor la-
tency, strong
throughput

Table 1. Comparison of Hyperledger Fabric, R3 Corda, and Quorum.

Three types of users are involved in this proposed system: Recipients, Is-
suers, and Verifiers. Recipients are students or course participants. Each recip-
ient will be assigned a username and password to access the Web application.
Issuers are the educational institutions or universities that issue the Certifi-
cate to the recipients. Verifiers are the companies, employers, or educational
institutions that need to verify the accuracy of the Certificate. The proposed
system includes the following main components:

Blockchain system. Is a permission blockchain network designed based
on the Hyperledger fabric platform. Details of this network are described in
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Figure 2. The proposed blockchain-based certificate management system ar-
chitecture

the next section.

Web application for issuers. The application is built on the web plat-
form. This application can connect to the Peer in the blockchain network and
update query ledgers through smart contract calls. It includes the following
functions: Register creates a certificate, update certificate information, view
the Certificate in detail, search, certificate statistics, etc.

Web application for recipients and verifiers. This application is also
built on a web platform and includes the recipient’s and verifier’s functions. The
functions for recipients include sharing certificates, searching, view certificate
in detail. The tasks for verifiers include: Looking up, verifying Certificates,
etc.

Database. Is a database that stores attribute information, including in-
formation about the recipient, educational institution, Certificate, etc., as well
as the user’s login information.

B. Proposed blockchain model

Figure 3 depicts the hyper ledger fabric-based blockchain system architec-
ture we designed and implemented for the certificate management solution.

The blockchain network consists of Peers (called Peer nodes), Endorsing
Peers, the Ordering Service, and Certificate Authorities (CA). Each Peer hosts
ledgers and smart contracts (in Hyperledger Fabric are called chain code). The
endorsing peers are responsible for endorsing the transaction proposals before
sending them to the ordering service. Peers work together through a channel
called ”EduChanel.” The ledger stores the basic information of the Certificate.
The Peers update and query certificate information on the ledger through pre-
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installed smart contracts. The ordering service includes three nodes. The Raft
consensus protocol is used in the ordering service for creating new blocks.

When each organization joins the network, it owns two peers; one Peer is
the endorsing Peer and Certificate Authority (CA). A user or a node wants
to participate in the blockchain network to have a digital identity issued by a
CA. Digital identities (or simply identities) have the form of cryptographically
validated digital certificates that comply with the X.509 standard.

In this network, Fabric CA is used for each organization. As shown in
Figure 3, organization Org1 will own Peer.O1, Endorsing Peer.O1, and CA1.
CA1 issues digital identities for users of the Org1.

The blockchain network has two main operations: updating certificate infor-
mation and querying certificate information. The update creates a new record
of certificate information and updates it to the ledger on the Peers after the
verification and consensus process. An information query is an action in which
users can retrieve certificate information stored on the ledger at each Peer in
the system.

The process of updating certificate information from the application to the
ledger is briefly described in the following steps:

• Step 1: Initiates a transaction proposal
When the user enters the Certificate’s information (including the Cer-
tificate’s attribute information and image) into the system through the
web application’s functions, the web application generates a transaction
proposal. It sends it to the endorsing peers in the blockchain network
for endorsement (through API functions provided by Fabric SDK). The
proposal is a request to invoke a chain code function with input parame-
ters such as certificate information, sender, etc., to read and update the
ledger.

• Step 2: Endorsing a proposal
Each of these endorsing peers validates the transaction proposal by in-
dependently executing a chain code using the transaction proposal to
generate a transaction proposal response, signs it, and returns it to the
application.

• Step 3: Receiving signed transaction proposal response
The application receives a signed transaction proposal response from the
endorsing peers. The application verifies the endorsing peer signatures
and compares the proposal responses to determine if the proposal re-
sponses are the same. Then, the application generates a transaction with
a transaction proposal and a signed transaction proposal response.

• Step 4: Submitting transaction
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Figure 3. The proposed blockchain network architecture

The application sends the transaction to the ordering service node by
”broadcasting” it through the ” EduChanel ” channel.

• Step 5: Packaging and Delivering blocks
Since ordering service nodes receive the transaction, the order, and pack-
age transactions into a block, the ordering service nodes work together
under the RAFT consensus mechanism for the publishing block. This
is to ensure that a unique block is generated on the system. When the
publishing block of transactions is completed. The block of transactions
is distributed to all peers on the channel.

• Step 6: Ledger updated
The peers receive a block of transactions from the ordering service; every
transaction within a block is validated before it is committed to the ledger.
Valid transactions are committed to the ledger. Invalid transactions are
retained for audit but are not committed to the ledger.

• Step 7: The application receives the transaction result response
When peers committed the transaction to their local ledger. Each Peer
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emits an event of transaction result to notify the application that the
transaction was validated or invalidated. The application receives the
results of executing the transaction from the peers and displays them to
a user.

Querying certificate information is much simpler than updating. The ap-
plication sends a query proposal to the Peer for invoking the smart contracts.
The Peer executes smart contracts to query information from its local ledger
and returns the query result to the application.

5.3. Implementation

A. Blockchain System

We implement Hyperledger Fabric based blockchain system in Ubuntu 18.04
operating system. Docker is used for developing, implementing, and running
peers, applications, and services. Therein, each Peer, application, or service is
installed and running on a distinguished docker container.

The details of the deployment environment are as follows:

• Operating system: Ubuntu 18.04

• Hyperledger fabric version 2.2.2

• Hyperledger fabric CA Client version 1.4.9

• CouchDB Database version 3.1.

We deployed the blockchain system with assuming that there are two organi-
zations in the system: Org1 and Org2. Each organization includes two peers:
a normal Peer, an endorsing Peer, and a CA. Each Peer and CA are deployed
and run on a distinguished container. In this system, we also use three ordering
nodes for ordering service. They are also installed and run on a distinguished
container.

Ledger. Ledger at a peer is stored on CouchDB database version 3.1. A
few pieces of information are stored in the ledger, including the Name of the
Issuer; ID of the Recipient; Hash of certificate data; Signature of the Issuer
(The private key of the issuer signs the signature); Signature of the recipient
(The private key of recipient signs signature), Certificate’s date was created,
etc.

Smart Contract. There are a few main smart contracts that are deployed
and run in chain code at the Peer as follows:
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• CreateNewCertificate: Issues and writes a new certificate to the ledger.
The input information includes: Name of the Issuer; ID of the Recipient;
Hash of certificate data; Signature of the Issuer (The private key of the
issuer signs the signature); Signature of the recipient (the private key of
the recipient signs the signature), Certificate’s date was created, etc.

• CancelCertificate: revoke the issued Certificate for recipients. The input
information includes the ID of the Certificate.

• GetCertificateByIssuer: Returns all the certificates issued by a specific
Issuer. The input information includes the Public Key of the Issuer that
issued the Certificate.

• GetCertificateByRecipients: Public Key of Recipient

• QueryCertificateByID: Get a detail of the Certificate based on its ID.

B. Web application for issuers

This web application is developed using Javascript language on the NodeJS
platform version 12.12.0. This application includes the main functions:

• Sign in: allows issuers to log in to the application.

• Sign out: exit the application.

• Create Certificate: issues a new certificate for recipients. Including infor-
mation: Name, Date of birth, year of graduation, Degree classification,
Date of issue, and Image of Certificate.

• Cancel Certificate: revokes the issued Certificate.

• View certificates: views issued certificates.

C. Web application for recipients and verifiers

This web application is also developed using Javascript language on the
NodeJS platform version 12.12.0. The main functions for recipients:

• Register: allows recipients to sign up for receiving Certificates.

• Sign in: allows recipients to log into the application.

• Sharing certificates: allows recipients to share their Certificates.

• View certificate: allows recipients to view their Certificate in detail. The
functions of verifiers:
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• Verify Certificate: this function allows verification Certificate based on
Certificate’s image or Certificate Hash that the recipient supplies.

D. Database

This database stores data of Web applications, using MongoDB database
system version 5.05; stored information includes:

• Certificate: ID of the certificate, recipient’s name, recipient’s major, is-
suer’s name, etc

• Recipient: Recipient ID, name, email, password, etc.

6. Conclusion

In this paper, we briefly presented an overview of applying blockchain tech-
nology in the education field and its advantages in the management of digital
educational certificates. In addition, we have proposed an educational cer-
tificate management system based on the Hyperledger Fabric platform. The
blockchain network architecture and the process of updating and querying cer-
tificate information are also presented in detail. This solution meets the re-
quirements for certificate management, such as security, sharing, ownership,
and verification. We have also successfully implemented this solution in a test
environment. In the future, we hope to continue this solution in transcripts
management and implement it in practice.
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Abstract. In this paper, we survey the results on the Korenblum Max-
imum Principle for some weighted function spaces. Progress and results
discussed include the upper bounds and lower bounds of Korenblum con-
stants, as well as the failure of the principle for weighted Bergman spaces,
weighted Hardy spaces, weighted Bloch spaces, weighted Fock spaces, and
mixed norm spaces. Existing and new open questions are provided.

1. Introduction

The Korenblum Maximum Principle is an important open problem in com-
plex analysis as it acts as one of the fundamental properties of complex function
spaces that remains unsolved. First conjectured in 1991, the principle was in-
troduced [15] by Boris Korenblum for the classical Bergman space A2(D) in
the following way.

Conjecture 1.1. There exists a numerical constant c, 0 < c < 1, such that
if f and g are holomorphic in D and |f(z)| ≤ |g(z)| (c < |z| < 1), then
∥f∥A2 ≤ ∥g∥A2 .

Key words and phrases: Fock space, Hardy space, Bergman space, Bloch space, Korenblum
constant, Ramanujan’s Master Theorem, Mellin transform, Dirichlet series.
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In [15], Korenblum defined c as the Korenblum constant and κ as the largest
possible value of c. The exact value of κ remains unknown. In the same paper,
Korenblum also proved that κA2 ≤ 1√

2
≈ 0.7071.

Initially, only a series of partial results were at first discovered by Koren-
blum, O’Neil, Richards and Zhu [17], Korenblum and Richards [16], Matero
[18], Schwick [22], and others. The existence of Korenblum constant for A2(D)
was first proved in 1999 by Hayman [11] with κA2 = 0.04. Thereafter, many
results were published by improving the lower bounds and upper bounds of κA2

(see [21, 24-28, 30]). As time progresses, many interesting results have been
obtained by several authors. The regained interest in this problem in the re-
cent years have contributed to many fascinating results for families of function
spaces as well as intersections of function spaces. Hence, this calls for a timely
review to summarize the key important results concerning the Korenblum Max-
imum Principle. There are certainly several partial results or results related
to modified versions of the Korenblum Maximum Principle, and we apologize
to those authors as their work are not explicitly mentioned. Ultimately, we
hope that this survey might be of interest to not just complex analysts but also
mathematicians from other related fields, and that it might inspire new readers
with the interesting results that have been obtained so far. At the same time,
we hope both existing and new researchers in this problem can take on existing
and new open questions from this survey.

We describe the outline of this survey. First of all, no proofs are provided
in this paper. Readers should refer to the original articles for detailed proofs.
References are provided for all the results. In next section, we recall all basic
definitions and notations for weighted Bergman spaces, weighted Hardy spaces,
weighted Bloch spaces and weighted Fock spaces. We also list down specific
weight functions that will be discussed in our survey. In fact, different weight
functions play an important role in many key results for later sections. The
results are organised into four sections, namely Sections 3 to 6. Tables sum-
marizing key results are presented at the end of the section where appropriate.
As the original Korenblum constant is defined for Bergman spaces, Section
3 discusses the key results for the Korenblum constants for Bergman spaces
first. The results are thus separated into two sections: upper bounds and lower
bounds. In Section 4, the Korenblum constants are discussed for other function
spaces, namely, weighted Hardy spaces and weighted Fock spaces. Following
this, Section 5 is solely dedicated to discuss the extension of results from classi-
cal weighted Fock spaces to intersections of weighted Fock spaces. In particular,
this section extends from the results for classical weighted Fock spaces in Sec-
tion 4 by leveraging some preliminaries in the well-known Ramanujan’s Master
Theorem. Hence, we first recall several key important preliminaries such as the
Gamma function, Mellin transform of Dirichlet series and Generalised Hyper-
geometric function in Section 5.1. Section 5.2 constructs new weighted Fock
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spaces and reviews the upper bounds of Korenblum constants in the finite and
infinite intersections of those spaces. After discussing all the main results in
Korenblum constants for the weighted function spaces, Section 6 discusses the
remaining results pertaining to the failure of Korenblum Maximum Principle.
As the failure of Korenblum Maximum Principle in most function spaces are
found using similar methods, we survey all of them together in Section 6. Our
final Section 7 describes a possible future direction for the Korenblum Maxi-
mum Principle and lists down all existing and new open questions.

2. Basic Notations for Weighted Function Spaces

Let D be the open unit disk in the complex plane C. We denote by O(D)
(resp. O(C)) the space of holomorphic functions (resp. entire functions) on D
(resp. C), endowed with the compact-open topology.

For a domain G, a continuous function φ : G → [0,∞) can be defined
as a weight function for weighted function spaces. In this paper, we are only
interested in radial weight functions defined on D or C, i.e. φ(z) = φ(|z|). To
be more precise, we list down the weights that will be used in this paper.

For G = D,

(i) φ(z) = (1− |z|)α, α ≥ 0, are the standard weights on the disc,

(ii) φ(z) = (α+ 1)(1− |z|2)α, α > −1, are the classical Bergman weights,

(iii) φ(z) = e−
pα
2 |z|2 , α > −1, are the exponential weights defined in [32].

For G = C,

(i) φ(z) = α
2 |z|2, where α > 0, are the classical Fock space weights.

(ii) φ(z) = α
2 λ|z| − 1

p log |d|, where α > 0, 0 < p <∞, d ∈ C\{0}, λ > 0, are

the generalised Fock space weights discussed in [33].

First, we recall the general weighted Hardy space Hp
φ(D) where φ : D →

[0,∞).

Definition 2.1. Let φ(z) = (1− |z|)α for α ≥ 0. For 0 < p <∞, the general
weighted Hardy space Hp

φ(D) consists functions f(z) ∈ O(D), for which

∥f∥Hp
φ
= sup

0≤r<1

[
φ(r)

(
1

2π

∫ 2π

0

|f(reiθ)|pdθ
) 1

p

]
<∞.
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If φ(z) = (1 − |z|)α where α ≥ 0, we obtain the weighted Hardy space
Hp

α(D). Further, if α = 0, we have the Hardy space Hp(D). In the case
p = ∞, we have the space H∞(D) of bounded holomorphic functions on D,
where ∥f∥H∞ = supz∈D |f(z)|.

Definition 2.2. Let 0 < p < ∞ and φ : D → [0,∞). Then the weighted
Bergman space Ap

φ(D) is the space consisting of analytic functions f(z) ∈ O(D)
for which

∥f∥Ap
φ
=

[
1

π

∫

D
|f(z)|pφ(z) dA(z)

] 1
p

<∞.

Here dA(z) = dxdy = rdrdθ, z = x+ iy = reiθ, is the Lebesgue measure on C.

Let φ(z) = (α + 1)(1 − |z|2)α for α > −1. Then we have the classical
weighted Bergman space Ap

α(D) which is a Banach space. Further, if α = 0,
for 0 < p < ∞, the space becomes the standard Bergman space Ap(D). In
particular, for p = 2, we have the classical Bergman space A2(D).

Interestingly, a weighted Bergman space with exponential weights φ(z) =

e−
pγ
2 |z|2 (0 < p < ∞, γ > −1) is introduced in [32]. We shall denote this

weighted Bergman space with exponential weights as Ap
γ(D), that is, the space

of holomorphic functions f(z) ∈ O(D) for which

∥f∥Ap
γ
=

[
1

π

∫

D
|f(z)|pe pγ

2 |z|2 dA(z)

] 1
p

<∞.

Note that e
pγ
2 |z|2 → 1 as |z| → 0 and e

pγ
2 |z|2 approaches to the constant e

pγ
2 as

|z| approaches the boundary of D.
Next, we have the weighted Fock spaces.

Definition 2.3. Let φ(z) : C → [0,∞) be a weight function. For 0 < p < ∞,
the general weighted Fock space Fp

φ(C) with weight φ(z), consists of entire
functions f(z) ∈ O(C) for which

∥f∥pFp
φ
= η

∫

C
|f(z)|pe−pφ(z) dA(z) <∞,

where the constant η is chosen so that ∥1∥Fp
φ
= 1.

If φ(z) = α
2 |z|2, α > 0, then we have the classical weighted Fock space

Fp
α(C) with norm ∥f∥pFp

α
=
pα

2π

∫

C
|f(z)|pe− pα

2 |z|2 dA(z). for the case p = ∞

and α > 0, we have the space F∞
α with norm ∥f∥F∞

α
= sup

z∈C
|f(z)|e−α

2 |z|2 .
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For 0 < p ≤ ∞ and α = 1, we have the Fock space Fp(C), which is a
Banach space if 1 ≤ p ≤ ∞ and is a complete metric space with distance
d(f, g) = ∥f − g∥pp if 0 < p < 1.

Lastly, we have the weighted Bloch spaces.

Definition 2.4. The weighted Bloch space Bφ with weight φ : D → [0,∞),
consists of holomorphic functions f(z) ∈ O(D) for which

∥f∥Bφ
= |f(0)|+ sup

z∈D
φ(z)(1− |z|2)|f ′(z)| <∞.

Note that ∥f∥Bφ is the weighted Bloch norm and elements of Bφ are known
as weighted Bloch functions. If φ(z) ≡ 1, then we have the classical Bloch
space B.

3. Korenblum Constants for Bergman Spaces

In this section, we survey the main results for the Korenblum constants of
Bergman spaces. To avoid confusion and provide greater clarity, the results are
divided into two sections: Upper bounds and Lower bounds.

3.1. Development of Upper Bounds

Recall from the introduction that Korenblum first discovered the upper
bound for κA2 to be 1√

2
.

Theorem 3.1 ([15]). Let c > 1√
2
. There exist functions f and g in A2(D)

such that |f(z)| ≤ |g(z)| for all c < |z| < 1, but ∥f∥A2 > ∥g∥A2 . Therefore,
κA2 ≤ 1√

2
.

The next natural question is whether can κA2 be equal to 1√
2
. An example

by Martin [15] shows that κA2 < 1√
2
.

Theorem 3.2 ([15]). Suppose c = 1√
2
. Let

f(z) =
1 + (

√
2− 1)z20

1 + (
√
2− 1)z−20

, g(z) =
√
2z.

Then |f(z)| ≤ |g(z)| for all c < |z| < 1, but

∥f∥A2 =

√
1 + (

√
2− 1)2/21

1 + (
√
2− 1)2−10

> 1 = ∥g∥A2 .
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In a series of papers [24-28,30], Wang used different pairs of functions f
and g to improve the upper bounds for the Korenblum constant of A2(D). In
[24], Wang first used the singular inner function Sa(z) = exp(−a 1+z

1−z ) in A
2(D),

a ∈ R+, to prove that the Korenblum constant must be less than 0.69472.

Theorem 3.3 ([24]). Let

f(z) = e−aSa(z
n) = e−a exp

(
− a1 + zn

1− zn
)

= exp

(
− 2a

1− zn
)
,

where a is any positive constant and

g(z) = e−
2a

1+cn
z

c
,

where 0 < c < 1, a = − 1+cn

1−cn log c > 0, n ∈ N. Then |f(z)| ≤ |g(z)| in
c < |z| < 1. When n = 14 and c = 0.69472, we have ||f ||A2 > ||g||A2 .
Therefore, κA2 < 0.69472.

Following that, Wang managed to find sharper upper bounds for κA2 through
the results below.

Theorem 3.4 ([25]). Let 0 < c < 1, a = − 1+cn

1−cn log c > 0 and n ∈ N. Then
define

f(z) = Sa+b(z
n), g(z) = zSb(z

n)

and we have |f(z)| ≤ |g(z)| in c < |z| < 1. Moreover, when a = 0.3902,
b = 0.3395, n = 11 and c = 0.685086, we have ||f ||A2 > ||g||A2 . Therefore,
κA2 < 0.685086.

Theorem 3.5 ([26]). Let a = 3
√
6

11 and n = 10. Then we define

f(z) = a+ zn, g(z) = z(1 + azn)

and we have ||f ||A2 = ||g||A2 and |f(z)| ≤ |g(z)| in c < |z| < 1, where c =
0.679501 is the real root in (0, 1) of the equation

(3.1) a+ z10 =
3
√
6

11
+ z10 = z +

3
√
6

11
z11 = z(1 + az10).

Therefore, κA2 < 0.679501.

As a result of Theorem 3.5, the upper bound of Korenblum constant is now
0.679501 but ||f ||A2 = ||g||A2 for this upper bound. Hence, in [26], Wang noted
that this bound is not sharp and proceeded to obtain a better upper bound,
i.e. κA2 < 0.67795.
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Theorem 3.6 ([26]). Let 0 < a < 1, b ≥ 0, n ∈ N. Then we define

f(z) =
a+ zn

(1− azn)b , g(z) =
z(1 + azn)

(1− azn)b .

Hence, we have |f(z)| ≤ |g(z)| in c < |z| < 1, where c is the real root in (0, 1)
of the equation

a+ zn = z(1 + azn),

and when a = 0.666707, b = 0.4768 and n = 10, we have c = 0.67795 and
||f ||A2 > ||g||A2 . Therefore, κA2 < 0.67795.

In 2008, Shen [23] modified the above example to obtain a slightly better
upper bound κA2 < 0.677905.

Theorem 3.7 ([23]). Let 0 < a < 1 and n ∈ N. Then we define

f(z) =
a+ zn

2− azn , g(z) =
z(1 + azn)

2− azn .

Hence, we have |f(z)| ≤ |g(z)| in c < |z| < 1, where c is the real root in (0, 1)
of the equation

a+ zn = z(1 + azn),

and when a = 0.6666714 and n = 10, we have c = 0.677905 and ||f ||A2 >
||g||A2 . Therefore, κA2 < 0.677905.

A final improvement was made by Wang [29] where he obtained κA2 <
0.6778994 with the following counter example.

Theorem 3.8 ([29]). Let 0 < a < 1, b ≥ 0, n ∈ N. Then we define

f(z) =
a+ zn

(1− bzn)2 , g(z) =
z(1 + azn)

(1− bzn)2 .

Hence, we have |f(z)| ≤ |g(z)| in c < |z| < 1, where c is the real root in (0, 1)
of the equation

a+ zn = z(1 + azn),

and when a =
√

n−2
2n−2 , b =

√
2

(n−1)(n−2) and n = 10, we have c = 0.6778994

and ||f ||A2 > ||g||A2 . Therefore, κA2 < 0.6778994.

In summary, κA2 < 0.6778994 is the best upper bound of Korenblum con-
stant for A2(D) so far.

Note that the upper bounds by Wang were numerically sharper but it lacks
generalisations for the weighted Bergman spaces. In recent years, we obtained
explicit expression for the upper bounds in the weighted Bergman spaces with
exponential weights, Ap

γ(D), p ≥ 1, γ ≥ 0 [32].
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Theorem 3.9 ([32]). Let p ≥ 1, γ ≥ 0. Consider the Bergman space Ap
γ(D).

1) For γ = 0, suppose (
2

p+ 2

) 1
p

< c < 1.

2) For γ > 0, suppose

p

√√√√√
(

2
pγ

) p
2

∫ pγ
2

0

u
p
2 e−udu

(1− e− pγ
2 )

< c < 1.

There exist functions f and g in Ap
γ(D) such that |f(z)| < |g(z)| for all c <

|z| < 1, but ∥f∥Ap
γ
> ∥g∥Ap

γ
.

Remark 3.1. Clearly, in order to have the Korenblum Maximum Principle
for Ap

γ(D), p ≥ 1, γ ≥ 0, we must have

κAp
γ
≤





(
2

p+2

) 1
p

, γ = 0,

p

√√√√√
(

2
pγ

) p
2

∫ pγ
2

0

u
p
2 e−udu

(1−e−
pγ
2 )

, γ > 0.

The above result acts as a generalization of the initial result κA2 ≤ 1√
2
by

Korenblum in Theorem 3.1. Nevertheless, this generalization obtains the upper
bounds for rest of the spaces Ap

γ(D), p ≥ 1.

3.2. Development in Lower Bounds

In this subsection, we survey the progress on lower bound of Korenblum con-
stant for Bergman spaces ever since Hinkkanen’s result in 1999 [12]. Hinkkanen
proved in 1999 that κAp ≥ 0.15724 (p ≥ 1), thereby showing that Korenblum
constants exist for all Bergman spaces Ap(D), p ≥ 1. After that, improve-
ments were made in 2006 when Schuster [21] showed that the Korenblum max-
imum principle holds for κA2 = 0.21, which progresses upon the works of both
Hayman and Hinkkanen. In that paper, Schuster made use of the following
identities.

Proposition 3.10. For any z, w ∈ C,

|z|2 − |w|2 ≤ 2|z2 − zw|.
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Proposition 3.11. For any subharmonic function h and 0 < r1 < r2 < 1,
∫ 2π

0

h(r1e
iθ) dθ ≤

∫ 2π

0

h(r2e
iθ) dθ.

Using Propositions 3.10 and 3.11, Schuster proved Theorem 3.12.

Theorem 3.12 ([21]). Suppose that c = 0.21. Then for any functions f(z) and
g(z) holomorphic in D, if |f(z)| ≤ |g(z)| (c < |z| < 1), then ||f ||A2 ≤ ||g||A2 .
Therefore, κA2 ≥ 0.21.

Also in 2006, Wang [27] managed to improve the lower bounds of κA2 to
0.25018 and κAp to 0.1921. Wang used similar methods but a different in-
equality from Hinkkanen and Schuster. For instance, Wang used the following
proposition instead of Proposition 3.10 in proving κA2 ≥ 0.25018.

Proposition 3.13. For any a ∈ (−1, 1) and z, w ∈ C,

(3.2) |z|2 − |w|2 =
|z − aw|2 − |az − w|2

1− a2 ≤ |z − aw|
2

1− a2 .

Wang then made his final improvements to the lower bounds in 2011, where
he showed that κA2 ≥ 0.28185 and κAp ≥ 0.23917 for p ≥ 1.

Recently, the Korenblum maximum principle was extended to a large family
of function spaces that contains the classical weighted Bergman space Ap

φ(D)
[4]. In particular, a failure of the principle was proven for the mixed norm
space Hp,q,s where 0 < p, q, s <∞ by Karapetrović [4]. The mixed norm space
Hp,q,s (0 < p, q, s <∞) consists of all holomorphic functions in O(D) for which

(3.3) ∥f∥Hp,q,s =

(
2sq

∫ 1

0

r(1− r2)sq−1Mq
p (r, f) dr

)1/q

<∞,

where

Mp(r, f) =

(
1

2π

∫ 2π

0

|f(reiθ)|p dθ
)1/p

.

Note that when q = p and s = α+1
p , then ∥f∥

H
p,p, α+1

p
= ∥f∥Ap

α
which

implies that Hp,p,α+1
p = Ap

α(D).
Similar to earlier results in Korenblum constants, Karapetrović also proved

that the Korenblum constants exist under the mixed norm spaces, Hp,q,s, 1 ≤
p ≤ q <∞ and 0 < s <∞.

Theorem 3.14 ([4]). Let 1 ≤ p ≤ q < ∞ and 0 < s < ∞. Then there exists
a constant 0 < c < 1 with the following property: If f and g are holomorphic
functions on D such that |f(z)| ≤ |g(z)| for all c < |z| < 1, then ∥f∥Hp,q,s ≤
∥g∥Hp,q,s .
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Corollary 3.1 ([4]). Let 0 < p < ∞ and −1 < α < ∞. Then the Korenblum
maximum principle holds in weighted Bergman space Ap

α(D) if and only if p ≥ 1.

In summary, the results for Bergman spaces can be summarised using the
following tables.

α p Lower Bound Upper Bound

Ap
α(D)

α > −1
1 ≤ p <∞

α = 0
p = 2

1999: κA2 ≥ 1
25

2006: κA2 ≥ 0.21
2006: κA2 ≥ 0.25018
2011: κA2 ≥ 0.28185

1991: κA2 < 1√
2

2003: κA2 < 0.69472
2004: κA2 < 0.685086
2004: κA2 < 0.67795
2008: κA2 < 0.677905
2008: κA2 < 0.6778994

1 ≤ p <∞
1999: κAp ≥ 0.15724
2006: κAp ≥ 0.1921
2011: κAp ≥ 0.23917

2020: κAp ≤
(

2
p+2

)1/p

α > 0 1 ≤ p <∞
2022: Corollary 2.18

No Specific
Development−1 < α < 0 1 ≤ p <∞

Table 1. Main Development on classical weighted Bergman spaces Ap
α(D)

γ p Lower Bound Upper Bound

Ap
γ(D)

γ > −1
1 ≤ p <∞

γ = 0 - See Table 1 for Ap(D)

γ > 0 1 ≤ p <∞
No Specific
Development

2020: Theorem 3.9

−1 < γ < 0 1 ≤ p <∞ No Specific
Development

Table 2. Main Development on Bergman spaces with exponential weights
Ap

γ(D).

Based on the summary, we make some minor progress in the areas with no
development so far. In particular, we can apply similar methods from Theorem
3.9 to obtain explicit expressions for the upper bound of Korenblum constants
in classical weighted Bergman spaces Ap

α(D), α ≥ 0 and p ≥ 1.

Theorem 3.15. Let p ≥ 1, α ≥ 0. Consider the Bergman space Ap
α(D).

Suppose

p

√
(α+ 1)Γ(p2 + 1)Γ(α+ 1)

Γ(p2 + α+ 2)
< c < 1.

There exist functions f and g in Ap
α(D) such that |f(z)| < |g(z)| for all c <

|z| < 1, but ∥f∥Ap
α
> ∥g∥Ap

α
.
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Remark 3.2. Clearly, in order to have the Korenblum Maximum Principle
for Ap

α(D), p ≥ 1, α ≥ 0, we must have

κAp
α
≤ p

√
(α+ 1)Γ(p2 + 1)Γ(α+ 1)

Γ(p2 + α+ 2)
.

4. Korenblum Constants for Other Weighted Function Spaces

In this section, we survey the results of Korenblum constants for other
weighted function spaces. In general, for a function space L, the Korenblum
conjecture is as follows,

Conjecture 4.1. There exists a numerical constant c, 0 < c < 1, such that
for any functions f and g in L, if

(4.1) |f(z)| ≤ |g(z)|, ∀z ∈ E,

then

(4.2) ∥f∥L ≤ ∥g∥L.

Here, E is a set of values of z in order for (4.1) to imply (4.2). In [7], the
set E satisfying the above conjecture for the function space L is also known as
a dominating set for L.
Weighted Hardy Spaces. Korenblum stated in [15] that for the case where
L is the Hardy-Hilbert space H2(D), then (4.1) implies (4.2) even for the case
E = D. Interestingly, it was only until 1998 that the following criteria was
discovered for a dominating set in general Hardy spaces Hp(D) (0 < p ≤ ∞).

Theorem 4.1 ([7]). Let 0 < p ≤ ∞. Then E is non-tangentially dense if and
only if E is a dominating set for the general Hardy spaces Hp(D) (0 < p ≤ ∞).

As there is no specific development on the set E for Hp
α(D) (α > 0, 0 <

p ≤ ∞) and even for Hp
φ(D) where φ(z) ̸= (1− |z|)α, then these areas call for

investigation. In summary, we have the following table.

α p Results

Hp
φ(D)

Hp
α(D)

α = 0 0 < p ≤ ∞ 1998: Theorem 4.1
α > 0 0 < p ≤ ∞ No Specific Development

- - - No Specific Development

Table 3. Development of Korenblum constants on Hp
φ(D).
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Weighted Fock Spaces. Throughout the years, some results also showed an
extension to the Fock spaces (see [7, 34]). It first began in 2006 when Schuster
modified the proof of Theorem 3.12 and obtained κF2 ≥ 0.54.

Proposition 4.2 ([21]). Let f(z) and g(z) be entire functions in F2(C). Sup-
pose that |f(z)| ≤ |g(z)| for any z such that |z| > c, where cF2 = 0.54. Then
||f ||F2 ≤ ||g||F2 .

Wang [27] then modified his result in A2(D) for F2(C) and obtained the
following improved lower bound.

Theorem 4.3 ([27]). Let f(z) and g(z) be entire functions in F2(C). Suppose
that |f(z)| ≤ |g(z)| for any z such that |z| > c, where cF2 = 0.7248. Then
||f ||F2 ≤ ||g||F2 .

Till today, the lower bound κF2 ≥ 0.7248 remains as the best lower bound
so far. In 2012, Zhu [34] showed that Korenblum constants actually exist for
the classical weighted Fock spaces Fp

α(C) where α > 0 and p ≥ 1.

Theorem 4.4 ([34]). Let f(z) and g(z) be entire functions in Fp
α(C). Suppose

that |f(z)| ≤ |g(z)| for any z such that |z| > c. Then ||f ||Fp
α
≤ ||g||Fp

α
.

To be specific, Zhu proved that the Korenblum Maximum Principle can hold
for Fp

α(C) where α > 0 and p ≥ 1 as there exist a sufficiently small positive c
to satisfy

(4.3) 2c(1− e− pα
2 c2)

(
α

∫ ∞

c

e−
pα
2 ρ2

(ρ2 − c2)dρ
)−1

< 1.

In general, the outline of the proofs for lower bounds of Korenblum constants
are similar to the works of Schuster [21]. The main workhorse for the im-
provements of the lower bound relies on changing the inequality to manipulate
|f |p−|g|p in the proof. Consequently, this will lead to changes in the numerical
estimate of the lower bound. However, in order to obtain a particular lower
bound for the Korenblum constant, several results have used Mathematica to
provide a numerical estimate.

On the other hand, the following simple result involving the Gamma func-
tion, is proved in 2020 [32]. The result provides an upper bound for κFp

α
, where

α > 0 and p ≥ 1.

Theorem 4.5 ([32]). Let p ≥ 1, α > 0 and

c > p

√( 2

pα

) p
2

Γ
(p
2
+ 1

)
.
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There exist functions f and g in Fp
α(C), such that |f(z)| < |g(z)| for any

|z| > c, but ∥f∥pFp
α
> ∥g∥pFp

α
. Therefore,

κFp
α
≤ p

√( 2

pα

) p
2

Γ
(p
2
+ 1

)
.

By setting p = 2 and α = 1 in Theorem 4.5, the following special case is
obtained for F2(C).

Corollary 4.1 ([32]). Let cF2 > 1. There exist functions f and g in F2(C)
such that |f(z)| < |g(z)| for all |z| > cF2 , but ∥f∥2F2 > ∥g∥2F2 . Therefore,
cF2 ≤ 1.

For instance, when p = 1 and α = 1
2 , we can write the upper bound as

κF1
0.5
≤
√
4 · Γ

(
3

2

)
=
√
π.

Theorem 4.5 inspired us to study the Korenblum constants for other Fock
spaces under general weights such as α

2 λ|z| − 1
p log |d|, where α > 0, 0 < p <

∞, d ∈ C\{0}, λ > 0 in [32]. The interest in these specific set of general
weights is that it introduces various weighted Fock spaces where the upper
bound of its Korenblum constants involves special functions such as Gamma
function, Mellin transform of Dirichlet series and Generalized Hypergeometric
function. For example, we applied the Gamma function and obtained a simple
generalisation of Theorem 4.5.

For any complex number s with Re(s) > 0, the Gamma function is defined
as

Γ(s) =

∫ ∞

0

xs−1e−x dx.

Furthermore, with a change of variables, we have

(4.4)

∫ ∞

0

xae−bxc

dx =
1

c
·
(
1

b

) a+1
c

Γ

(
a+ 1

c

)
, a, b, c > 0.

Now, define the weighted Fock spaces Fp,α
m (C), that is,

Definition 4.1. For 0 < p < ∞, α > 0, m > 0, the weighted Fock space
Fp,α

m (C) with weight α
2 |z|m consists of entire functions f(z) ∈ O(C) for which

∥f∥pFp,α
m

=

∫

C
|f(z)|pe− pα

2 |z|m dA(z) <∞.
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Now, the following result [33] generalises Theorem 4.5 for the weighted Fock
space Fp,α

m (C).

Theorem 4.6 ([33]). Let 0 < p <∞, α > 0, m > 0 and let

(4.5) c >
p

√(
2

pα

) p
m

Γ

(
p+ 2

m

)(
Γ

(
2

m

))−1

.

There exist functions f and g in Fp,α
m (C), such that |f(z)| < |g(z)| for any

|z| > c, but ∥f∥pFp,α
m

> ∥g∥pFp,α
m

. Therefore,

κFp,α
m
≤ p

√(
2

pα

) p
m

Γ

(
p+ 2

m

)(
Γ

(
2

m

))−1

.

In summary, the results for classical weighted Fock spaces can be sum-
marised using the following table.

α p Lower Bound Upper Bound

Fp
α(C)
α > 0

1 ≤ p <∞
α = 1

p = 2
2006 : κF2 ≥ 0.54
2006 : κF2 ≥ 0.7248

2020 : κF2 ≤ 1

1 ≤ p <∞
2012: Theorem 4.6 2020: Theorem 4.7

α ̸= 1 1 ≤ p <∞

Table 4. Development of Korenblum constants on Fp
α(C).

5. Extension to Intersections of Weighted Fock spaces

In this section, we survey our extension of results from classical weighted
Fock spaces to other weighted Fock spaces. To do this, we directed our atten-
tion to the Gamma function, which is one of the many special functions which
satisfies the well-known Ramanujan’s Master theorem. The Ramanujan’s Mas-
ter Theorem was first reported in Ramanujan’s Quarterly Reports [2] and can
be satisfied by many special functions, such as Mellin transform of Dirichlet
series and Generalized Hypergeometric functions. Further details can be found
in [1,2].

5.1. Preliminaries

The Ramanujan’s Master theorem was first rigorously treated by G.H.
Hardy in [9] whose proof relied on the Cauchy residue theorem and Mellin
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inversion theorem. Hardy proved that the Ramanujan’s Master theorem can
be satisfied for a sufficiently large class of functions that satisfies certain growth
condition. We shall recall the Ramanujan’s Master Theorem for Hardy’s class
of functions below.

Proposition 5.1 (Ramanujan’s Master Theorem [1]). Let ω(z) be a holomor-
phic and single-valued function defined on the half-plane H(δ) = {z ∈ C :
Re(z) ≥ −δ} for some 0 < δ < 1. Suppose that, there exist positive constants
C, P and A < π such that the growth condition

(5.1) |ω(u+ iv)| < CePu+A|v|,

holds for all z = u+ iv ∈ H(δ). Then for all 0 < Re(s) < δ,

(5.2)

∫ ∞

0

xs−1{ω(0)− xω(1) + x2ω(2)− · · · } dx =
π

sinπs
ω(−s).

Similar to many previous applications in Ramanujan’s Master theorem,
(5.2) is more commonly written as

(5.3)

∫ ∞

0

xs−1
∞∑

k=0

ϕ(k)

k!
(−x)k dx = Γ(s)ϕ(−s).

Equation (5.3) acts as a valid integral identity for computing the Mellin trans-
forms for particular functions ϕ, assuming that the series term on the left-hand
side holds and the integral is convergent for some values of Re(s). Over the
years, equation (5.3) has been applied conveniently and directly by Ramanujan
and several authors.

It is also well-known that this integral transform has close relations to the
theory of Dirichlet series. Let 0 < (λn) ↑ ∞ be a sequence of positive real
numbers and (dn) be a sequence of complex numbers. We now consider a
Dirichlet series, with real frequencies (λn),

∞∑

n=1

dne
−λns, s ∈ C.

It is well-known that if we let L = lim sup
n→∞

log n

λn
, then in case L < ∞, the

following inequalities must hold

lim sup
n→∞

log |dn|
λn

≤ σc ≤ σu ≤ σa ≤ lim sup
n→∞

log |dn|
λn

+ L,

where σc, σa, σu are abscissa of convergence, absolute convergence, or uniform
convergence respectively. Readers may refer to the book [10] for more informa-
tion regarding Dirichlet series.
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In the interest of constructing weighted Fock spaces using Dirichlet series,
we now restrict the Dirichlet series with non-negative coefficients as follows,

(5.4) g(s) =
∞∑

n=1

|dn|e−λns, s ∈ C, with σc ≤ 0.

Then the Dirichlet series g(s) represents a holomorphic function on the
half-plane {z ∈ C : Re(z) > σc}. Naturally, this class of Dirichlet series can be
characterized into two classes [10].

(I)
∞∑

n=1

|dn| =∞ and σc = lim sup
n→∞

log(|d1|+ |d2|+ · · ·+ |dn|)
λn

= 0.

(II)
∞∑

n=1

|dn| <∞ and σc = lim sup
n→∞

log(|dn+1|+ |dn+2|+ · · · )
λn

≤ 0.

The Dirichlet series itself comprises of several special functions that satisfies
the Ramanujan’s Master Theorem. Here, we list down the particular cases
discussed in [33]:

• If λn = Fn+1 for all n ∈ N, then g(s) becomes the Fibonacci zeta-function

ζF (s) =
∞∑

n=1

1

F s
n

.

• If λn = n and dn = 1 for all n ∈ N, then g(s) is the Riemann Zeta
function ζ(s).

• If λn = n and dn = 1
n! for all n ∈ N, then g(s) = ee

−s − 1.

In addition, one can also consider (dn) to be arithmetical functions such as the
Euler Totient function or the partition function p(n).

The main connection between Dirichlet series and the weighted Fock spaces
discussed in [33] is due to the Mellin transform of the Dirichlet series. His-
torically, Cahen [6] and Perron [9] (see also [5, p. 327]) discovered the Mellin
transform of Dirichlet series a long time ago. As an immediate consequence
from their early works, we made full use of the fact that g(s) satisfies the Mellin
inversion theorem. In fact, the Mellin transform of g(s) is a unique family of
special functions satisfying (5.3) and also has many applications in theoretical
computer science (see [8]).

Proposition 5.2 ([10]). Let s > 0 and g(x) be series (5.4), x ∈ R. Then the
Mellin transform of g(x) can be computed as

(5.5) M(g; s) =

∫ ∞

0

xs−1g(x) dx = Γ(s)

∞∑

n=1

|dn|
λsn

,



On Korenblum constants for some weighted function spaces 103

provided that the series on the right-hand side converges.

By establishing this connection, we proved the following identity which will
be used to deal with our infinite intersections of weighted Fock spaces.

Proposition 5.3 ([33]). Let s be a complex constant and m ≥ 0. Then

∞∑

n=1

|dn|
∫

C
|sz|me−λn|z| dA(z) =





∞, λ1 = 0.

2π|s|mΓ(m+ 2)

∞∑

n=1

|dn|
λm+2
n

, λ1 > 0,

provided that the series in the right-hand side above converges.

The following are immediate consequences of Proposition 5.3.

Corollary 5.1 ([33]). Let s be a complex constant, (Fn) be the Fibonacci se-
quence, and m ≥ 0. Then

∞∑

n=1

∫

C
|sz|me−Fn+1 |z| dA(z) = 2π|s|mΓ(m+ 2)[ζF (m+ 2)− 1],

where ζF (s) =

∞∑

n=1

1

F s
n

is the Fibonacci zeta-function, provided that the series

converges.

Corollary 5.2 ([33]). Let s be a complex constant and m ≥ 0. Then

∞∑

n=1

|dn|
∫

C
|bz|me−n|z| dA(z) = 2π|s|mΓ(m+ 2)

∞∑

n=1

|dn|
nm+2

.

In particular, if dn = 1 for all n ∈ N, then
∞∑

n=1

∫

C
|sz|me−n|z| dA(z) = 2π|s|mΓ(m+ 2)ζ(m+ 2),

where ζ(·) is the Riemann zeta-function, provided that the series converges.

In [33], we presented an interesting connection between Proposition 5.2,
Corollary 5.2, and Generalized Hypergeometric functions. To do this, recall
that the definition of Generalized Hypergeometric functions pFq(c;d; z), where
p, q ∈ N (see, e.g., [20).

Definition 5.1. Let c = (c1, · · · , cp), d = (d1, · · · , dq) be two real p- and q-
tuples, a(k) = a(a+1) · · · (a+ k− 1) be a real rising factorial. The Generalized
Hypergeometric function is

(5.6) pFq(c;d; z) =
∞∑

k=0

c
(k)
1 c

(k)
2 · · · c

(k)
p

d
(k)
1 d

(k)
2 · · · d

(k)
q

zk

k!
, z ∈ C.
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Proposition 5.4 ([33]). Let s be a complex constant and m ≥ 0. For the

function ee
−r − 1, by Proposition 5.2 and Corollary 5.2, we have

∫

C
|sz|m(ee

−|z| − 1) dA(z) =

∫ 2π

0

∫ ∞

0

|s|mrm+1
∞∑

n=1

1

n!
e−nr dr dθ

= 2π|s|mΓ(m+ 2)

∞∑

n=1

1

n!nm+2
=

∞∑

n=1

∫

C
|sz|me−n|z|+log | 1

n! | dA(z).

In particular, if m is an integer, we have

∫

C
|sz|m(ee

−|z| − 1) dA(z) = 2π|s|mΓ(m+ 2)

∞∑

k=0

1

(k + 1)!

(
1

k + 1

)m+2

= 2π|s|mΓ(m+ 2)
∞∑

k=0

1

k!

(
1(k)

2(k)

)m+3

= 2π|s|mΓ(m+ 2)m+3Fm+3(1;2; 1).

5.2. Korenblum Constants for Intersections of Weighted Fock Spaces

Using Proposition 5.3 and its corollaries, we defined the following weighted
Fock space in [33].

Definition 5.2. Let 0 < p <∞ and α > 0. For a positive real number λ and
a non-zero complex number d, we define the weighted Fock space

Fp,α
λ,d (C) :=

{
f(z) ∈ O(C) : ∥f∥pFp,α

λ,d
=

∫

C
|f(z)|pe− pα

2 λ|z|+log |d| dA(z) <∞
}
.

Naturally, we proceeded to obtain an upper bound of Korenblum constants
for the above weighted Fock space Fp,α

λ,d (C).

Theorem 5.5 ([33]). Let

(5.7) c >
2

pαλ
p
√
Γ(p+ 2).

Then there exist functions f and g in Fp,α
λ,d (C), such that |f(z)| < |g(z)| for

any |z| > c, but ∥f∥pFp,α
λ,d

> ∥g∥pFp,α
λ,d

. Therefore,

κFp,α
λ,d
≤ 2

pαλ
p
√

Γ(p+ 2).

With particular values of parameters, Theorem 5.5 gives interesting esti-
mates. For example, if p is a positive integer, then we have

κFp,α
λ,d
≤ 2

pαλ
p
√
(p+ 1)!.



On Korenblum constants for some weighted function spaces 105

In the case when λ = π− 2
3 , p = 3

2 and α =
3√225
3 , we also have

κFp,α
λ,d
≤ π.

Finally, we built a sequence for these weighted Fock spaces and consider
intersections of these spaces, i.e., let 0 < (λn) ↑ ∞ and (dn) be a sequence of
non-zero complex numbers. Each pair (λn, dn) defines a weighted Fock space
Fp,α

λn,dn
(C), for which, by Theorem 5.5, the following is an upper bound estimate

for its Korenblum’s constant,

(5.8) κFp,α
λn,dn

≤ 2

pαλn

p
√
Γ(p+ 2), n ∈ N.

From here, we first considered the finite intersection of the above weighted
Fock spaces. We presented the case for an intersection of two spaces which can
be written as

Fp,α
i,j = Fp,α

λi,di

⋂
Fp,α

λj ,dj
(i < j),

endowed with the topology given by the norm

(5.9) ∥f∥Fp,α
i,j

:= max
{
∥f∥Fp,α

λi,di
, ∥f∥Fp,α

λj,dj

}
.

Note that the space Fp,α
i,j is a Banach space with the norm above.

With standard arguments, we obtained the following upper bounds for Ko-
renblum constant of Fp,α

i,j .

Theorem 5.6 ([33]). Let

(5.10) c >





2
pαλi

p
√

Γ(p+ 2), |di| ≥ |dj |
2

pαλi

p
√

Γ(p+ 2), |di| < |dj | and |di|
λp+2
i

≥ |dj |
λp+2
j

2
pαλj

p
√

Γ(p+ 2), |di| < |dj | and |di|
λp+2
i

<
|dj |
λp+2
j

.

Then there exist functions f and g in Fp,α
i,j , such that |f(z)| < |g(z)| for any

|z| > c, but

∥f∥Fp,α
i,j

> ∥g∥Fp,α
i,j
.

Therefore,

κFp,α
i,j
≤





2
pαλi

p
√

Γ(p+ 2), |di| ≥ |dj |
2

pαλi

p
√

Γ(p+ 2), |di| < |dj | and |di|
λp+2
i

≥ |dj |
λp+2
j

2
pαλj

p
√

Γ(p+ 2), |di| < |dj | and |di|
λp+2
i

<
|dj |
λp+2
j

.
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Next, we considered the Korenblum constants for an infinite intersection of
spaces Fp,α

λn,dn
(n ∈ N),

Fp,α
{λn,dn} =

{
f ∈ O(C) : ∥f∥pFp,α

λn,dn

<∞, for every n ∈ N
}
,

endowed with the topology given by the series of norms

∥f∥pFp,α
{λn,dn}

=
∞∑

n=1

∥f∥pFp,α
λn,dn

<∞.

For the above intersection, we have to ensure that it is non-empty as oth-
erwise, it would be trivial to consider its Korenblum constants. Fortunately,
if we want at least the simple constant function f(z) = c ∈ Fp,α

{λn,dn}, we can

have its norm

∞∑

n=1

∥f∥pFp,α
λn,dn

= 2πcp
(

2

pα

)2 ∞∑

n=1

|dn|
λ2n

<∞,

by assuming that

(5.11)
∞∑

n=1

|dn|
λ2n

<∞.

As mentioned previously, the pair of sequences (λn) and (dn) contributes
to a large class of special functions in Dirichlet series. Hence, there exist many
pairs (λn, dn) for which condition (5.11) may or may not hold. For example, if
λn = n, we take dn = nρ, then condition (5.11) is satisfied, if ρ < 1, and it is
not satisfied, if ρ ≥ 1.

Note also that since ∃n0 such that λn0 ≥ 1, then λkpn0
≥ 1 for any 0 < p <∞

and k ∈ N. Hence, λkp+2
n0

≥ λ2n0
. Then for all n ≥ n0, λn ≥ 1 implies

λkp+2
n ≥ λ2n. As a result, condition (5.11) implies

(5.12)
∞∑

n=1

|dn|
λkp+2
n

<∞.

This also allows all polynomials zk ∈ Fp,α
{λn,dn}.

In the rest of this section, we assume that condition (5.11) holds.

Then the space Fp,α
{λn,dn} always contain a constant function f(z) = c and

all polynomial in z.

By using Proposition 5.3, we obtained an interesting upper bound for
κFp,α

{λn,dn}
in terms of Dirichlet series and Gamma functions.
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Theorem 5.7 ([33]). Let 0 < (λn) ↑ ∞ and (dn) be a sequence of non-zero
complex numbers satisfying condition (5.11). Suppose

(5.13) c >
2

pα
p

√√√√Γ(p+ 2)
∞∑

n=1

|dn|
λp+2
n

( ∞∑

n=1

|dn|
λ2n

)−1

,

then there exist functions f and g in Fp,α
{λn,dn}, such that |f(z)| < |g(z)| for any

|z| > c, but
∥f∥Fp,α

{λn,dn}
> ∥g∥Fp,α

{λn,dn}
.

Therefore,

κFp,α
{λn,dn}

≤ 2

pα
p

√√√√Γ(p+ 2)

∞∑

n=1

|dn|
λp+2
n

( ∞∑

n=1

|dn|
λ2n

)−1

.

Following the particular cases of Dirichlet series, we also obtained the fol-
lowing special cases of Theorem 5.7 in [33].

Corollary 5.3 ([33]). Let dn = 1 and (Fn) be the Fibonacci sequence. If the
Korenblum Maximum Principle holds for the space Fp,α

{Fn+1,1}, then

κFp,α
{Fn+1,1}

≤ 2

pα
p

√
Γ(p+ 2)

ζF (p+ 2)− 1

ζF (2)− 1
,

where ζF (s) =
∞∑

n=1

1

F s
n

is the Fibonacci zeta function.

Corollary 5.4 ([33]). Let λn = n for all n ∈ N. If the Korenblum Maximum
Principle holds for the space Fp,α

{n,dn}, then

(5.14) κFp,α
{n,dn}

≤ 2

pα
p

√√√√Γ(p+ 2)

∞∑

n=1

|dn|
np+2

( ∞∑

n=1

|dn|
n2

)−1

,

provided that a series

∞∑

n=1

|dn|
n2

converges.

For Corollary 5.4, if dn = 1 for all n ∈ N, we get a corollary which involves
the Riemann zeta function ζ(z).

(5.15) κFp,α
{n,1}

≤ 2

pα
p

√
6

π2
Γ(p+ 2)ζ(p+ 2).
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On the other hand, if dn = 1
n! for all n ∈ N, we use Proposition 5.4 to get

this corollary which involves the Generalized Hypergeometric functions.

κFp,α

{n, 1
n!

}
≤ 2

pα
p

√√√√ Γ(p+ 2)

3F3(1;2; 1)

∞∑

n=1

1

n!np+2
.

In addition, when p is an integer, we have

κFp,α

{n, 1
n!

}
≤ 2

pα
p

√
Γ(p+ 2)p+3Fp+3(1;2; 1)

3F3(1;2; 1)
.

Combining definitions 4.1 and 5.2 of two types of weighted Fock spaces
together with Theorem 5.7 led us to generalise them to the following slightly
more complicated weighted Fock spaces in [33].

Definition 5.3. Let 0 < p < ∞, α > 0 and m > 0. For each n ∈ N, the
weighted Fock spaces Fp,α

m,λn,dn
(C) consists of entire functions f(z) ∈ O(C) for

which

∥f∥pFp,α
m,λn,dn

=

∫

C
|f(z)|pe− pα

2 λn|z|m+log |dn| dA(z) <∞.

Similarly, we extended our results to the infinite intersections of weighted
Fock spaces Fp,α

{m,λn,dn} =
⋂∞

n=1 F
p,α
m,λn,dn

(C). Fp,α
{m,λn,dn} consists of entire

functions f(z) ∈ O(C) such that ∥f∥pFp,α
m,λn,dn

<∞ for all n ∈ N, endowed with

the topology given by the series of norms

∥f∥pFp,α
{m,λn,dn}

:=
∞∑

n=1

∥f∥pFp,α
m,λn,dn

<∞.

Following condition (5.11), we shall assume that the triple {m, dn, λn} must
fulfill the condition

(5.16)
∞∑

n=1

|dn|
λ
2/m
n

<∞,

which would imply that for any k ∈ N and 0 < p <∞,

∞∑

n=1

|dn|
λ

kp+2
m

n

<∞.

This would mean that the space Fp,α
{m,λn,dn} is also non-empty, as it contains

the constant function c and all polynomial in z.
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Our final upper bound in [33] is for the case λn = nm and dn = 1 for all
n ∈ N. Clearly, for any m > 0, 0 < p < ∞ and α > 0, condition (5.16) must
remain satisfied here. With a combination of proofs from both Theorem 4.6
and Theorem 5.7, the upper bound for the Korenblum constant of the space
Fp,α

{m,nm,1} is

κFp,α
{m,nm,1}

≤
(

2

pα

) 1
m

p

√
6

π2
ζ(p+ 2)Γ

(
p+ 2

m

)
Γ

(
2

m

)−1

.

We summarize the results surveyed in this section. In this section, the
following main results are surveyed.

(i) For Fp,α
m (C),

κFp,α
m
≤ p

√(
2

pα

) p
m

Γ

(
p+ 2

m

)(
Γ

(
2

m

))−1

.

(ii) For Fp,α
λn,dn

(C),

κFp,α
λn,dn

≤ 2

pαλn

p
√

Γ(p+ 2).

(iii) For Fp,α
i,j (C),

κFp,α
i,j
≤





2
pαλi

p
√

Γ(p+ 2), |di| ≥ |dj |
2

pαλi

p
√

Γ(p+ 2), |di| < |dj | and |di|
λp+2
i

≥ |dj |
λp+2
j

2
pαλj

p
√
Γ(p+ 2), |di| < |dj | and |di|

λp+2
i

<
|dj |
λp+2
j

.

(iv) For Fp,α
{λn,dn},

κFp,α
{λn,dn}

≤ 2

pα
p

√√√√Γ(p+ 2)
∞∑

n=1

|dn|
λp+2
n

( ∞∑

n=1

|dn|
λ2n

)−1

.

(v) Lastly, for Fp,α
{m,nm,1}, m > 0 and α > 0,

κFp,α
{m,nm,1}

≤
(

2

pα

) 1
m

p

√
6

π2
ζ(p+ 2)Γ

(
p+ 2

m

)
Γ

(
2

m

)−1

.
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6. Failure of Korenblum Maximum Principle

In this section, we survey the remaining results from all function spaces
having a failure of Korenblum Maximum Principle. The failure of Korenblum
Maximum Principle was first discovered for the Bloch space B by Jiang, Pra-
jitura and Zhao in [14]. In fact, the Korenblum constant does not exist even
if E is the whole unit disc D in the Bloch space B. In other words, the whole
unit disc D cannot even be a dominating set for the Bloch space B.

Theorem 6.1 ([14]). Let g(z) = z3 + z and f(z) = zg(z) = z4 + z2. Then
|f(z)| ≤ |g(z)| for all z ∈ D, but ∥f∥B > ∥g∥B.

In the recent years, there is a regained interest in Korenblum constants
which should be largely attributed to the failure of Korenblum Maximum
Principle for Ap(D), 0 < p < 1 reported in 2018. In 2018, Vladimir Božin
and Karapetrović [3] discovered a complete failure in Korenblum Maximum
Principle for Bergman space Ap(D), 0 < p < 1. In other words, no Koren-
blum constant exist to satisfy the Korenblum Maximum Principle for Bergman
spaces as long as 0 < p < 1. This result closes a research gap from Hinkkanen
where he first proved the existence of κAp for Ap(D) but for p ≥ 1. Note that
Proposition 6.3 is a consequence of Proposition 6.2.

Proposition 6.2 ([3]). Let 0 < p < 1 and 0 < c < 1. Then, there exist n ∈ N
and 0 < ε < 1 such that

1 +
np

2
εnp+2 >

(
1 +

(
ε

c

)n)p

.

Theorem 6.3 ([3]). Let 0 < p < 1 and 0 < c < 1. Then there exist functions
f and g in Ap(D) such that |f(z)| < |g(z)| for all c < |z| < 1 and

||f ||Ap > ||g||Ap .

Shortly after, Lou and Hu [13] disproved the principle for classical weighted
Fock spaces Fp

α(C) where 0 < p < 1, α > 0 using similar methods. In particu-
lar, the following proposition is used to disprove the principle instead.

Proposition 6.4 ([13]). Let 0 < p < 1 and α > 0. Suppose c > 0. Then there
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exist positive integer n and 0 < ρ <∞, such that

2ρnp+2

(∫ 1

0

ue−
pα
2 ρ2u2

du+

∫ ∞

1

unp+1e−
pα
2 ρ2u2

du

)

>

(
1 +

(
ρ

c

)n)p(
2

pα

)np
2 +1

Γ

(
np

2
+ 1

)
.

Lou and Hu [13] then obtained the following result.

Proposition 6.5 ([13]). Let 0 < p < 1 and α > 0. Suppose c > 0. Then there
exist functions f and g in Fp

α(C) such that |f(z)| < |g(z)| for all |z| > c and

||f ||Fp
α
> ||g||Fp

α
.

The results about the failures of Korenblum Maximum Principle in Ap(D),
0 < p < 1 [3] and in Fp

α(C), 0 < p < 1, α > 0 [13] inspired us to investigate
whether there are any failures of the Korenblum Maximum Principle for the
weighted Bergman space with exponential weights Ap

γ(D), 0 < p < 1, γ ̸= 0.
Similarly, we showed that such a failure exist and the result below not only
proves this fact, but also generalizes Theorem 6.3 for any γ > 0 [32].

Proposition 6.6 ([32]). Let 0 < p < 1, γ > 0 and 0 < c < 1. Then there exist
positive integer n and 0 < δ < 1, such that

2δnp+2

(∫ 1

0

ue−
pγ
2 δ2u2

du+

∫ 1
δ

1

unp+1e−
pγ
2 δ2u2

du

)

>

(
1 +

(δ
c

)n
)p ( 2

pγ

)np
2 +1

∫ pγ
2

0

u
np
2 e−u du.

Theorem 6.7 ([32]). Let 0 < p < 1 and γ > 0. Suppose 0 < c < 1. Then
there exist functions f and g in Ap

γ(D) such that |f(z)| < |g(z)| for any z with
c < |z| < 1 and ∥f∥Ap

γ
> ∥g∥Ap

γ
.

Recently, we turned our attention back to the weighted Fock spaces and
answer whether the Korenblum constant exist even for small intersections of
weighted Fock spaces. However, we found that the principle fails for the infinite
intersection Fp,α

{m,λn,dn}(C) when 0 < p < 1 and m ≥ 2 [33]. This also left a

new open problem as to whether the principle fails for 0 < m < 2.

The following proposition is a generalisation of Propostion 6.4.

Proposition 6.8 ([33]). Let 0 < p < 1, α > 0, m ≥ 2, 0 < (λn) ↑ ∞ and
c > 0. Then there exist a positive integer k and 0 < δ < 1 such that for all
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n ∈ N,

mδkp+2

(∫ 1

0

ue−
pα
2 λnδ

mum

du+

∫ ∞

1

ukp+1e−
pα
2 λnδ

mum

du

)

>

(
1 +

(
δ

c

)k)p(
2

pαλn

)( kp+2
m )

Γ

(
kp+ 2

m

)
.

Thus, we have the following result.

Theorem 6.9 ([33]). Let 0 < p < 1, α > 0, 0 < (λn) ↑ ∞, m ≥ 2 and (dn)
be a sequence of non-zero complex numbers. Suppose c > 0. Then there exist
functions f and g in Fp,α

{m,λn,dn}(C) such that |f(z)| < |g(z)| for any z with

|z| > c and ∥f∥Fp,α
{m,λn,dn}

> ∥g∥Fp,α
{m,λn,dn}

.

Remark 6.1. In [33], we make note that Lemma 6.8 can be slightly mod-
ified or relaxed accordingly for finite intersection or individual spaces such as
Fp,α

m,λi,di
(C)

⋂Fp,α
m,λj ,dj

(C) and Fp,α
m,λn,dn

(C) respectively. For these spaces, the
proof for the failure of Korenblum constants when 0 < p < 1 and m ≥ 2 can be
similarly proven just like Theorem 6.9. We refer the reader to [4] for further
details.

Instead of working towards smaller spaces, a recent failure of Korenblum
maximum principle was also extended to the mixed norm space Hp,q,s where
0 < p, q, s < ∞ by Karapetrović [4]. Recall that the mixed norm space Hp,q,s

(0 < p, q, s <∞) consists of all holomorphic functions in O(D) for which

(6.1) ∥f∥Hp,q,s =

(
2sq

∫ 1

0

r(1− r2)sq−1Mq
p (r, f) dr

)1/q

<∞,

where

Mp(r, f) =

(
1

2π

∫ 2π

0

|f(reiθ)|p dθ
)1/p

.

Interestingly, this latest failure of Korenblum Maximum Principle was ex-
tended for the space Hp,q,s where 0 < p, s <∞ and 0 < q < 1.

Theorem 6.10 ([4]). Let 0 < p, s < ∞, 0 < q < 1 and 0 < c < 1. Then
there exist functions f and g holomorphic on D such that |f(z)| < |g(z)| for all
c < |z| < 1, but ∥f∥Hp,q,s > ∥g∥Hp,q,s .
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7. Future Directions and Open Questions

7.1. Future Directions

In [31], a proposed future direction is to study the Korenblum constants for
general function spaces with series norms. Recall that G is a domain and we
shall write O(G) as the set of holomorphic functions defined on G. Then we
define β = (βk) as a sequence of positive real numbers. This allows us to define
the function space

H(G, β) :=
{
f(z) =

∞∑

k=0

akz
k ∈ O(G) : ||f ||2O(G) =

∞∑

k=0

|ak|2β2
k <∞

}
.

When G = C, we have the Hilbert space of entire functions. Further, if β =
(
√
k!)k∈N, we have the classical Fock space F2(C). If G = D, we have H2(β).

In the case β = (1)k∈N, it becomes the classical Hardy space H2(D); if β =
( 1√

k+1
)k∈N, it becomes the classical Bergman space A2(D); if β = (

√
k + 1)k∈N,

we then have the Dirichlet space D(D). If we consolidate the development of
Korenblum constants under H(G, β), we obtain Table 5.

G - β = (βk) Function Space Current Development

H(G, β)

C Hilbert Space of Entire Functions
√
k! F2(C) 0.7248 ≤ κF2 ≤ 1

D H2(β)

1 H2(D) (see Table 4)

1√
k+1

A2(D) 0.28185 ≤ κA2 < 0.67795

√
k + 1 D(D)

No Specific Development but

D(D) ⊂ H2(D)

Table 5. Current Development on H(G, β)

7.2. Open Questions

1. For the weighted Bergman spaces, the following open questions call for
investigation. The open questions were previously mentioned in [32].

Question 7.1 ([32]). Let p ≥ 1, let γ ≥ 0 and let

c =





(
2

p+2

) 1
p

, γ = 0,

p

√√√√√
(

2
pγ

) p
2

∫ pγ
2

0

u
p
2 e−udu

(1−e−
pγ
2 )

, γ > 0.
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Does there exist functions f(z) and g(z) in Ap
γ(D) for which |f(z)| <

|g(z)| with c < |z| < 1 and ∥f∥Ap
γ
> ∥g∥Ap

γ
?

Question 7.2 ([32]). Let −1 < γ < 0 and 1 ≤ p < ∞. Does there
exist functions f(z) and g(z) in Ap

γ(D) for which |f(z)| < |g(z)| with
c < |z| < 1 and ∥f∥Ap

γ
> ∥g∥Ap

γ
?

2. For the weighted Hardy spaces, the following question calls for investiga-
tion.

Question 7.3. Can Theorem 4.1 be generalised for Hp
α(D), α > 0, 0 <

p ≤ ∞? In addition, how does Theorem 4.1 change with respect to φ?

3. For the intersection of weighted Fock spaces, we have the following open
questions from [33].

Question 7.4. It would be interesting to know whether the upper bound of
κFp,α

{λn,dn}
in Theorem 5.7 is always less than κFp,α

λ1,d1
. This is because the

upper bound of κFp,α
{λn,dn}

is always less than the upper bound of κFp,α
λ1,d1

.

To see this, for 0 < λ1 < λn for all n ≥ 2, λp+2
n > λp1λ

2
n which shows that

∞∑

n=1

|dn|
λp+2
n

( ∞∑

n=1

|dn|
λ2n

)−1

<
1

λp1

∞∑

n=1

|dn|
λ2n

( ∞∑

n=1

|dn|
λ2n

)−1

=
1

λp1
<∞.

Hence, we have

κFp,α
{λn,dn}

≤ 2

pα
p

√√√√Γ(p+ 2)
∞∑

n=1

|dn|
λp+2
n

( ∞∑

n=1

|dn|
λ2n

)−1

<
2

pαλ1

p
√

Γ(p+ 2).

Question 7.5. Does there exist any relationship between κFp,α
{m,nm,1}

and

κFp,α
m

?

Question 7.6. What is an upper bound for finite intersection of more
than two spaces Fp,α

λn,dn
(C), etc?

Question 7.7. Is it true that the principle still fails for Fp,α
{m,λn,dn}(C)

when 0 < p < 1 and 0 < m < 2, in particular, m = 1?

4. Following Theorem 6.1, we propose the following open question for the
weighted Bloch spaces Bφ.

Question 7.8. Does there exist functions f(z) and g(z) in Bφ such that
|f(z)| ≤ |g(z)| for all z ∈ D, but ∥f∥Bφ > ∥g∥Bφ?
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5. For the function space H(G, β), we propose the following open question.

Question 7.9. Is it possible to generalise the results for Korenblum con-
stants under the spaces H2(D), A2(D) and D(D) under H2(β)?

In general, the main challenge along this direction would be that the space
H(G, β) involves norms in series notations while most of the function
spaces discussed in this survey deals with integral norms.
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Abstract. In this paper, we give a uniqueness theorem for meromorphic
functions ignoring multiplicity , which generalizes a An’s theorem in [1].

1. Introduction. Main results

In this paper, by a meromorphic function we mean a meromorphic function
on the complex plane C.

Let f be a non-constant meromorphic function on C. For every a ∈ C, we
define the function νaf : C→ N by

νaf (z) =

{
0 if f(z) ̸= a

d if f(z) = a with multiplicity d,

and set ν∞f = ν01
f

, and define the function νaf : C→ N by νaf (z) = min {νaf (z), 1},
and set ν∞f = ν01

f
. For f ∈M(C) and a non-empty set S ⊂ C∪{∞}, we define

Ef (S) =
⋃

a∈S

{(z, νaf (z)) : z ∈ C}, Ef (S) =
⋃

a∈S

{(z, νaf (z)) : z ∈ C}.

Let F be a nonempty subset ofM(C). Two functions f, g of F are said to
share S, counting multiplicity (share S CM) if Ef (S) = Eg(S), and to share S,
ignoring multiplicity (share S IM) if Ef (S) = Eg(S).

Key words and phrases: Meromorphic Function, uniqueness, ignoring multiplicity.
2020 Mathematics Subject Classification: 30D05
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If the condition Ef (S) = Eg(S) implies f = g for any two non-constant
meromorphic (entire) functions f, g, then S is called a unique range set for
meromorphic (entire) functions counting multiplicity, or in brief, URSM (URSE).
A set S ⊂ C ∪ {∞} is called a unique range set for meromorphic (entire) func-
tions ignoring multiplicity, or in brief, URSM-IM (URSE-IM), if the condition
Ef (S) = Eg(S) implies f = g for any pair of non-constant meromorphic (en-
tire) functions.

In 1976 Gross ([10]) proved that there exist three finite sets Sj (j = 1, 2, 3)
such that any two entire functions f and g satisfying Ef (Sj) = Eg(Sj), j =
1, 2, 3 must be identical. In the same paper Gross([10]) posed the following
question:

Question A. Can one find two (or possible even one) finite set Sj (j =
1, 2) such that any two entire functions f and g satisfying Ef (Sj) = Eg(Sj)
(j = 1, 2) must be identical?

Yi ([18]-[20],[22]) first gave an affirmative answer to Question A. Since then,
many results have been obtained for this and related topics (see ([1]-[15]), ([17]-
[23])).

Concerning to Question A, a natural question is the following.

Question B. What is the smallest cardinality for such a finite set S such
that any two meromorphic functions f and g satisfying either Ef (S) = Eg(S)
or Ef (S) = Eg(S) must be identical?

So far, the best answer to Question B for the case of URSM was obtained
by Frank and Reinders ([7]). They proved the following result.

Theorem C. The set {z ∈ C| PFR(z) = (n−1)(n−2)
2 zn + n(n − 2)zn−1 +

(n−1)n
2 zn−2 − c = 0}, where n ≥ 11 and c ̸= 0, 1, is a unique range set for

meromorphic functions counting multiplicity.

In 1997, H. X. Yi ([21]) first gave an answer to question B for the case of
URSM-IM with 19 elements. Since then, many results have been obtained for
this topic (see ([1]- [5])). So far, the best answer to Question B for the case of
URSM-IM was obtained by Chakraborty([5]). He proved the following result.

Theorem D. Let SFR = {z ∈ C| PFR(z) = 0}. If n ≥ 15, then SFR is a
URSM-IM.

In 2022, An([1]) given a class of unique range sets for meromorphic functions
ignoring multiplicity with 15 elements. He proved the following result.

Let n ∈ N∗, n ≥ 3. Consider polynomial P (z) as follows:

PA(z) = zn − 2na

n− 1
zn−1 +

na2

n− 2
zn−2 + 1 = QA(z) + 1, (1.1)

where a ∈ C, a ̸= 0. Suppose that

QA(a) ̸= −1, (1.2)
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QA(a) ̸= −2. (1.3)

Theorem E. Let PA(z) be defined by (1.1) with conditions (1.2) and (1.3),
and let SA = {z ∈ C| PA(z) = 0}. If n ≥ 15, then SA is a URSM-IM.

Clearly, P
′
A(z) = nzn−3(z−a)2, and P ′

FR(z) =
n(n− 1)(n− 2)

2
zn−3(z−1)2.

Therefore, this class is different from Chakraborty’s Theorem D in([5]).

In this paper, we give a uniqueness theorem for meromorphic functions
ignoring multiplicity, which generalizes Theorem E.

Now let us describe main results of the paper.

Let q, k,m1,m2 ∈ N∗.

We will let P (z) be polynomial having no multiple zeros of degree q in C[z]:

P (z) = (m1+m1+1)
( m2∑

i=0

(m2

i

) (−1)i
m1 +m2 + 1− iz

m1+m2+1−iai
)
+1 = Q(z)+1,

where

Q(z) = (m1 +m2 + 1)
( m2∑

i=0

(m2

i

) (−1)i
m1 +m2 + 1− iz

m1+m2+1−iai
)
. (1.4)

Suppose that

a ̸= 0, Q(a) ̸= −1, Q(a) ̸= −2. (1.5)

Clearly, P
′
(z) = (m1 +m2 + 1)zm1(z − a)m2 , and has a zero at 0 of order m1,

and a zero at a of order m2. Note that q = m1 +m2 + 1.

We shall prove the following theorem.

Theorem 1. Let P (z) be defined in (1.4) with conditions (1.5), and let S =
{z ∈ C| P (z) = 0}. If q ≥ 15, then S is a URSM-IM.

Remark 2. From proof of Theorem 1 we give a proof of Theorem D, which is
different from Chakraborty’s proof in([5])( see section 3.).

Remark 3. In Theorem 1, take m1 = n − 3 and m2 = 2 we obtain Theorem
E.

Indeed, by P
′
A(z) = nzn−3(z−a)2 and P

′
(z) = (m1+m2+1)zm1(z−a)m2 ,

we obtain P (z) = PA(z) when m1 = n− 3, m2 = 2.
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2. Lemmas, Definitions

We assume that the reader is familiar with the notations of Nevanlinna
theory (see, for example, ([6]), ([16])). We need some lemmas.

Lemma 2.1. ([6], paper 98;[16], paper 43) Let f be a non-constant mero-
morphic function on C and let a1, a2, ..., aq be distinct points of C ∪ {∞}.
Then

(q − 2)T (r, f) ≤
q∑

i=1

N(r,
1

f − ai
)−N0(r,

1

f ′ ) + S(r, f),

where N0(r,
1
f ′ ) is the counting function of those zeros of f ′, which are not

zeros of function (f − a1)...(f − aq), and S(r, f) = o(T (r, f)) for all r, except
for a set of finite Lebesgue measure.

Lemma 2.2. ([6, paper 99]) For any non-constant meromorphic function f,

T (r,
1

f ′ ) ≤ 2T (r, f) + S(r, f).

Definition. Let f be a non-constant meromorphic function, and k be a positive
integer. We denote by N (k(r, f) the counting function of the poles of order ≥ k
of f , where each pole is counted only once. If z is a zero of f , denote by νf (z)
its multiplicity. We denote by N(r, 1

f ′ ; f ̸= 0) the counting function of the

zeros z of f
′
satisfying f(z) ̸= 0, where each zero is counted only once.

Let be given two non-constant meromorphic functions f and g. For simplic-
ity, denote by ν1(z) = νf (z) (resp.,ν2(z) = νg(z)), if z is a zero of f(resp.,g).
Let f−1(0) = g−1(0). We denote by N(r, 1f ; ν1 = ν2 = 1)(resp., N(r, 1f ; ν1 >

ν2 ≥ 1)) the counting function of the common zeros z, satisfying ν1(z) =
ν2(z) = 1(resp., ν1(z) > ν2(z) ≥ 1, where each zero is counted only once),
and by N(r, 1f ; ν1 ≥ 2) the counting function of the zeros z of f , satisfying

ν1(z) ≥ 2. Similarly, we define the counting functions N(r, 1g ; ν2 > ν1 ≥ 1),

N(r, 1g ; ν2 ≥ 2).

Lemma 2.3. ([1, Lemma 2.3])

Let f, g be two non-constant meromorphic functions and let f−1(0) = g−1(0).
Set

F =
1

f
, G =

1

g
, L =

F
′′

F ′ −
G

′′

G′ .
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Suppose that L ̸≡ 0. Then

1) N(r, L) ≤ N (2(r, f) +N (2(r, g)+

N(r,
1

f
; ν1 > ν2 ≥ 1) +N(r,

1

g
; ν2 > ν1 ≥ 1) +N(r,

1

f ′ ; f ̸= 0)+

N(r,
1

g′ ; g ̸= 0).

Moreover, if a is a common simple zero of f and g, then L(a) = 0.

2) N(r,
1

f
) +N(r,

1

g
) +N(r,

1

f
; ν1 > ν2 ≥ 1) +N(r,

1

g
; ν2 > ν1 ≥ 1)

≤ N(r, L) +
1

2
(N(r,

1

f
) +N(r,

1

g
)) +N(r,

1

f
; ν1 ≥ 2) +N(r,

1

g
; ν2 ≥ 2)

+S(r, f) + S(r, g).

A polynomial R(z) is called a strong uniqueness polynomial for meromor-
phic (entire) functions if for arbitrary two non-constant meromorphic (entire)
functions f and g, and a nonzero constant c, the condition R(f) = cR(g) im-
plies f = g (see ([2]), ([9]), ([13])). In this case we say R(z) is a SUPM (SUPE).
A polynomial R(z) is called a uniqueness polynomial for meromorphic (entire)
functions if for arbitrary two non-constant meromorphic (entire) functions f
and g, the condition R(f) = R(g) implies f = g (see ([2]), ([9]), ([13])). In this
case we say R(z) is a UPM (UPE). Let R(z) be a polynomial of the degree q.
Assume that the derivative of R(z) has mutually distinct k zeros d1, d2, ..., dk
with multiplicities q1, q2, ..., qk, respectively. We often consider polynomials
satisfying the following condition introduced by Fujimoto ([8]):

R(di) ̸= R(dj), 1 ≤ i < j ≤ q. (2.1)

The number k is called the derivative index of R.

H. Fujimoto ([8], Proposition 7.1)) proved the following:

Lemma 2.4. Let R(z) be a polynomial of degree q satisfying the condition
(2.1), we assume furthermore that q ≥ 5 and there are two non-constant mero-
morphic function f and g such that

1

R(f)
=

c0
R(g)

+ c1

for two constants c0 ̸= 0 and c1. If k ≥ 3 or if k = 2,min{q1, q2} ≥ 2, then
c1 = 0.
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Lemma 2.5. ([13], Theorem 1.1)

Let P (z) be defined by (1.4) with conditions (1.5), and let n ≥ 6. Then
P (z) is a strong uniqueness polynomial for meromorphic functions.

Lemma 2.6. ([3], Theorem 1.1)

Let PFR1
(z) = (n−1)(n−2)

2 zn+n(n−2)zn−1+ (n−1)n
2 zn−2−c = 0}, where n ≥

8 and c ∈ C. Then PFR1
(z) is a strong uniqueness polynomial for meromorphic

functions.

3. Proof of Theorems

Proof of Theorem 1

Recall that P (z) = (z − a1)...(z − aq), P
′
(z) = qzm1(z − a)m2 , q = m1 +

m2 + 1.

Suppose q ≥ 15 and Ef (S) = Eg(S), where S = {z ∈ C| P (z) = 0}. Set

F =
1

P (f)
, G =

1

P (g)
, L =

F
′′

F ′ −
G

′′

G′ ,

T (r) = T (r, f) + T (r, g), S(r) = S(r, f) + S(r, g).

Then T (r, P (f)) = qT (r, f) + S(r, f) and T (r, P (g)) = qT (r, g) + S(r, g), and
hence S(r, P (f)) = S(r, f) and S(r, P (g)) = S(r, g).

We consider two following cases:

Case 1. L ≡ 0. Then, we have 1
P (f) = c

P (g) + c1 for some constants c ̸= 0

and c1. By Lemma 2.4 we obtain c1 = 0.

Therefore, there is a constant C ̸= 0 such that P (f) = CP (g). Then,
applying Lemma 2.5 we obtain f = g.

Case 2. L ̸≡ 0.

Claim 1. We have

(q − 2)T (r) ≤ N(r,
1

P (f)
) +N(r,

1

P (g)
)−N0(r,

1

f ′ )−N0(r,
1

g′ ) + S(r), (3.1)

where N0(r,
1
f ′ ) (N0(r,

1
g′ )) is the counting function of those zeros of f ′, which

are not zeros of function (f −a1)...(f −aq)f(f −a)((g−a1)...(g−aq)g(g−a)).
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Indeed, applying the Lemma 2.1 to the functions f, g and the values a1, a2, ...,
aq, 0, a,∞, and noting that

q∑

i=1

N(r,
1

f − ai
) = N(r,

1

P (f)
),

q∑

i=1

N(r,
1

g − ai
) = N(r,

1

P (g)
),

we obtain

(q+1)T (r) ≤ N(r, f)+N(r, g)+N(r,
1

P (f)
)+N(r,

1

P (g)
)+N(r,

1

f
)+N(r,

1

g
)+

N(r,
1

f − a ) +N(r,
1

g − a )−N0(r,
1

f ′ )−N0(r,
1

g′ ) + S(r). (3.2)

On the other hand,

N(r, f) +N(r, g) ≤ (T (r, f) + T (r, g)) + S(r) = T (r) + S(r),

N(r,
1

f
) +N(r,

1

g
) ≤ (T (r, f) + T (r, g)) + S(r) = T (r) + S(r),

N(r,
1

f − a ) +N(r,
1

g − a ) ≤ (T (r, f) + T (r, g)) + S(r) = T (r) + S(r).

From this and (3.2) we obtain (3.1).

Claim 2. We have

N(r,
1

P (f)
) +N(r,

1

P (g)
) ≤

(
q

2
+ 3)T (r) +N(r,

1

[P (f)]′
;P (f) ̸= 0) +N(r,

1

[P (g)]′
;P (g) ̸= 0) + S(r).

Indeed, by Ef (S) = Eg(S) we get (P (f))−1(0) = (P (g))−1(0). For simplicity,
we set ν1 = ν1(z), ν2 = ν2(z), where ν1(z) = νP (f)(z), ν2(z) = νP (g)(z). Note
that

N (2(r, P (f)) = N(r, f), N (2(r, P (g)) = N(r, g),

S(r, P (f)) = S(r, f), S(r, P (g)) = S(r, g), S(r) = S(r, f) + S(r, g).

Applying the Lemma 2.3 to the functions P (f), P (g). Then we obtain

N(r, L) ≤ N(r, f)+N(r, g)+N(r,
1

P (f)
; ν1 > ν2 ≥ 1)+N(r,

1

P (g)
; ν2 > ν1 ≥ 1)

+N(r,
1

[P (f)]′
;P (f) ̸= 0) +N(r,

1

[P (g)]′
;P (g) ̸= 0), (3.3)
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and

N(r,
1

P (f)
) +N(r,

1

P (g)
) +N(r,

1

P (f)
; ν1 > ν2 ≥ 1)+

N(r,
1

P (g)
; ν2 > ν1 ≥ 1) ≤ N(r, L) +

1

2
(N(r,

1

P (f)
) +N(r,

1

P (g)
))+

N(r,
1

P (f)
; ν1 ≥ 2) +N(r,

1

P (g)
; ν2 ≥ 2)) + S(r). (3.4)

Morover,
N(r, f) +N(r, g) ≤ T (r) + S(r). (3.5)

Obviously,

N(r,
1

P (f)
) ≤ qT (r, f) + S(r, f);N(r,

1

P (g)
) ≤ qT (r, g) + S(r, g),

N(r,
1

P (f)
) +N(r,

1

P (g)
) ≤ qT (r) + S(r). (3.6)

On the other hand, from P (f) = (f−a1)...(f−aq) it follows that if z0 zero is a
zero of P (f) with multiplicity ≥ 2, then z0 is a zero of f − ai with multiplicity
≥ 2 for some i ∈ {1, 2, ..., q}, and therefore, it is a zero of f

′
, so we have

N(r,
1

P (f)
; ν1 ≥ 2) ≤ N(r,

1

f ′ ).

From this and Lemma 2.2 we obtain

N(r,
1

P (f)
; ν1 ≥ 2) ≤ N(r,

1

f ′ ) ≤ T (r, f
′
) + S(r, f) ≤ 2T (r, f) + S(r, f).

Similarly, we have

N(r,
1

P (g)
; ν2 ≥ 2) ≤ N(r,

1

g′ ) ≤ T (r, g
′
) + S(r, g) ≤ 2T (r, g) + S(r, g).

Therefore,

N(r,
1

P (f)
; ν1 ≥ 2) +N(r,

1

P (g)
; ν2 ≥ 2) ≤ 2T (r) + S(r). (3.7)

Combining (3.1)-(3.7) we get

N(r,
1

P (f)
) +N(r,

1

P (g)
) ≤

(
q

2
+ 3)T (r) +N(r,

1

[P (f)]′
;P (f) ̸= 0) +N(r,

1

[P (g)]′
;P (g) ̸= 0) + S(r).
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Claim 2 is proved.

Claim 3. We have

N(r,
1

[P (f)]′
;P (f) ̸= 0) +N(r,

1

[P (g)]′
;P (g) ̸= 0) ≤ 2T (r) +N0(r,

1

f ′ )+

N0(r,
1

g′ ) + S(r).

We have

N(r,
1

[P (f)]′
;P (f) ̸= 0) = N(r,

1

fm1(f − a)m2f ′ ;P (f) ̸= 0) ≤ N(r,
1

f
)+

N(r,
1

f − a ) +N0(r,
1

f ′ ) ≤ 2T (r, f) +N0(r,
1

f ′ ) + S(r, f). (3.8)

Similarly,

N(r,
1

[P (g)]′
;P (g) ̸= 0) ≤ 2T (r, g) +N0(r,

1

g′ ) + S(r, g). (3.9)

Inequalities (3.8) and (3.9) give us

N(r,
1

[P (f)]′
;P (f) ̸= 0) +N(r,

1

[P (g)]′
;P (g) ̸= 0) ≤

≤ 2T (r) +N0(r,
1

f ′
) +N0(r,

1

g′ ) + S(r).

Claim 3 is proved.

Claim 1, 2, 3 give us:

(q − 2)T (r) ≤ (
q

2
+ 5)T (r) + S(r). So (q − 14)T (r) ≤ S(r).

This is a contradiction to the assumption that q ≥ 15. So L ≡ 0. Therefore
f = g. Theorem 1 is proved.

A proof of Theorem D

By using the arguments similar in proof of Theorem 1 and Lemma 2.6 we
give a proof of Theorem D, which is different from Chakraborty’s proof of
Theorem D in([5]).

Recall that PFR(z) = (z−a1)...(z−an), P
′
FR(z) =

n(n−1)(n−2)
2 zn−3(z−1)2.
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Suppose n ≥ 15 and Ef (SFR) = Eg(SFR), where SFR = {z ∈ C| PFR(z) =
0}. Set

F =
1

PFR(f)
, G =

1

PFR(g)
, L =

F
′′

F ′ −
G

′′

G′ ,

T (r) = T (r, f) + T (r, g), S(r) = S(r, f) + S(r, g).

Then T (r, PFR(f)) = nT (r, f) + S(r, f) and T (r, PFR(g)) = nT (r, g) + S(r, g),
and hence S(r, PFR(f)) = S(r, f) and S(r, PFR(g)) = S(r, g).

We consider two following cases:

Case 1. L ≡ 0. Then, we have 1
PFR(f) = c

PFR(g) + c1 for some constants

c ̸= 0 and c1. By Lemma 2.4 we obtain c1 = 0.

Therefore, there is a constant C ̸= 0 such that PFR(f) = CPFR(g). Then,
applying Lemma 2.6 we obtain f = g.

Case 2. L ̸≡ 0. By using the arguments similar in proof of Theorem 1 we
obtain

Claim 1. We have

(n− 2)T (r) ≤ N(r,
1

PFR(f)
) +N(r,

1

PFR(g)
)−N0(r,

1

f ′ )−N0(r,
1

g′ ) + S(r),

(3.10)
where N0(r,

1
f ′ ) (N0(r,

1
g′ )) is the counting function of those zeros of f ′, which

are not zeros of function (f −a1)...(f −an)f(f −1)((g−a1)...(g−an)g(g−1)).

Claim 2. We have

N(r,
1

PFR(f)
) +N(r,

1

PFR(g)
) ≤

(
n

2
+3)T (r)+N(r,

1

[PFR(f)]
′ ;PFR(f) ̸= 0)+N(r,

1

[PFR(g)]
′ ;PFR(g) ̸= 0)+S(r).

Claim 3. We have

N(r,
1

[PFR(f)]
′ ;PFR(f) ̸= 0)+N(r,

1

[PFR(g)]
′ ;PFR(g) ̸= 0) ≤ 2T (r)+N0(r,

1

f ′ )+

N0(r,
1

g′ ) + S(r).

Claim 1, 2, 3 give us:

(n− 2)T (r) ≤ (
n

2
+ 5)T (r) + S(r). So (n− 14)T (r) ≤ S(r).

This is a contradiction to the assumption that n ≥ 15. So L ≡ 0. Therefore
f = g.

Theorem D is proved.
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Abstract. Let F be an algebraically closed field of characteristic p ≥ 0,
which is complete with respect to a non-Archimedean absolute value. Let
V be a projective subvariety of PM (F). In this paper, we will prove some
second main theorems for non-Archimedean meromorphic maps of Fm into
V intersecting a family of hypersurfaces in N−subgeneral position with
truncated counting functions.

1. Introduction and Main results

Let F be an algebraically closed field of characteristic p ≥ 0, which is com-
plete with respect to a non-Archimedean absolute value. Let N ≥ n and
q ≥ N +1. Let H1, . . . ,Hq be hyperplanes in Pn(F). The family of hyperplanes
{H1}qi=1 is said to be in N -subgeneral position in Pn(F) if Hj0 ∩ · · · ∩HjN = ∅
for every 1 ≤ j0 < · · · < jN ≤ q.

In 2017, Yan [6] proved a truncated second main theorem for a non -
Archimedean meromorphic map into Pn(F) with a family of hyperplanes in
subgeneral position. With the standart notations on the Nevanlinna theory for
non-Archimedean meromorphic maps, his result is stated as follows.

Theorem A (cf. [6, Theorem 4.6]) Let F be an algebraically closed field of
characteristic p ≥ 0, which is complete with respect to a non-Archimedean abso-
lute value. Let f : Fm → Pn(F) be a linearly non-degenerate non-Archimedean

Key words and phrases: non-Archimedean, second main theorem, meromorphic mapping,
Nevanlinna, hypersurface, subgeneral position.
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meromorphic map with index of independence s and rankf = k. Let H1, . . . ,Hq

be hyperplanes in Pn(F) in N -subgeneral position (N ≥ n). Then, for all r ≥ 1,

(q − 2N + n− 1)Tf (r) ≤
q∑

i=1

N
(a)
f (Hi, r)−

N + 1

n+ 1
log r +O(1),

where

a =

{
ps−1(n− k + 1) if p > 0,

n− k + 1 if p = 0.

Here, the index of independence s and the rankf are defined in Section 2
(Definition 2.1).

Also, in 2017, An and Quang [2] proved a truncated second main theorem
for meromorphic mappings from Cm into a projective variety V ⊂ PM (C) with
hypersurfaces. Motivated by the methods of Yan [6] and An-Quang [2], our aim
in this article is to generalize Theorem A to the case where the map f is from
Fm into an arbitrary projective variety V of dimension n in PM (F) and the
hyperplanes are replaced by hypersurfaces of PM (F) in N -subgeneral position
with respect to V .

Firstly, we give the following definitions.

Definition B. Let V be a projective subvariety of PM (F) of dimension n (n ≤
M). Let Q1, . . . , Qq (q ≥ n + 1) be q hypersurfaces in PM (F). The family of
hypersurfaces {Qi}qi=1 is said to be in N -subgeneral position with respect to V
if

V ∩ (
N+1⋂

j=1

Qij ) = ∅ for any 1 ≤ i1 < · · · < iN+1 ≤ q.

If N = n, we just say {Qi}qi=1 is in general position with respect to V.

Now, let V be as above and let d be a positive integer. We denote by I(V )
the ideal of homogeneous polynomials in F[x0, . . . , xM ] defining V and by Hd

the F-vector space of all homogeneous polynomials in F[x0, . . . , xM ] of degree
d. Define

Id(V ) :=
Hd

I(V ) ∩Hd
and HV (d) := dimFId(V ).

Then HV (d) is called the Hilbert function of V . Each element of Id(V ) which
is an equivalent class of an element Q ∈ Hd, will be denoted by [Q],

Definition C. Let f : Fm → V be a non-Archimedean meromorphic map with
a reduced representation f = (f0, . . . , fM ). We say that f is degenerate over
Id(V ) if there is [Q] ∈ Id(V ) \ {0} such that Q(f) ≡ 0. Otherwise, we say that
f is non-degenerate over Id(V ).

We will generalize Theorem A to the following.
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Theorem 1.1. Let V be a projective subvariety of PM (F) of dimension n (n ≤
M). Let {Qi}qi=1 be hypersurfaces of PM (F) in N -subgeneral position with
respect to V with degQi = di (1 ≤ i ≤ q). Let d be the least common multiple of
d′is. Let f be a non-Archimedean meromorphic map of Fm into V , which is non-
degenerate over Id(V ) with the dth-index of non-degeneracy s and rankf = k.
Then, for all r ≥ 1,

(
q − (2N + n− 1)Hd(V )

n+ 1

)
Tf (r) ≤

q∑

i=1

1

di
N

(κ0)
f (Qi, r)−

N(Hd(V )− 1)

nd
log r+O(1),

where

κ0 =

{
ps−1(Hd(V )− k) if p > 0,

Hd(V )− k if p = 0.

Here, the dth-index of non-degeneracy s is defined in Section 2 (Definition
2.1). Note that, in the case where V = Pn(C), d = 1, Hd(V ) = n+1, our result
will give back Theorem A.

For the case of counting function without truncation level, we will prove
the following.

Theorem 1.2. Let V be a arbitrary projective subvariety of PM (F). Let
{Qi}qi=1 be hypersurfaces of PM (F) in N -subgeneral position with respect to
V . Let f be a non-constant non-Archimedean meromorphic map of Fm into V .
Then, for any r > 0,

(q −N)Tf (r) ≤
q∑

i=1

1

degQi
Nf (Qi, r) +O(1),

where the quantity O(1) depends only on {Qi}qi=1.

We see that, the above result is a generalization of the previous results in
[1, 5].

2. Basic notions and auxiliary results

In this section, we will recall some basic notions from Nevanlinna theory
for non-Archimedean meromorphic maps due to Cherry-Ye [3] and Yan [6].

2.1. Non-Archimedean meromorphic function. Let F be an algebraically
closed field of characteristic p, complete with respect to a non-Archimedean
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absolute value | |. We set ∥z∥ = max1≤i≤m |zi| for z = (z1, . . . , zm) ∈ Fm and
define

Bm(r) := {z ∈ Fm; ∥z∥ < r}.

For a multi-index γ = (γ1, . . . , γm) ∈ Zm
≥0, define

zγ = zγ1

1 · · · zγm
m , |γ| = γ1 + · · ·+ γm, γ! = γ! · · · γm!.

For an analytic function f on Fm (i.e., entire function) given by a formal
power series

f =
∑

γ

aγz
γ

with aγ ∈ F such that lim|γ|→∞ |aγ |r|γ| = 0 (∀r ∈ F∗ = F \ {0}), define

|f |r = supγ |aγ |r|γ|.

We denote by Em the ring of all analytic functions on Fm.

We define a meromorphic function f on Fm to be the quotient of two analytic
functions g, h ∈ Em such that g and h have no common factors in Em, i.e., f = g

h .
We define

|f |r =
|g|r
|h|r

.

We denote byMm the field of all meromorphic functions on Fm, which is the
fractional field of Em.

2.2. Derivatives and Hasse derivatives. For a meromorphic function
f ∈Mm and a multi-index γ = (γ1, . . . , γm), we set

∂γf =
∂|γ|f

∂zγ1

1 · · · ∂zγm
m
.

Let α = (α1, . . . , αm) and β = (β1, . . . , βm) be multi-indices. We say that
α ≥ β if αi ≥ βi for all i = 1, . . . . ,m. If α ≥ β, we define

α− β = (α1 − β1, . . . , αm − βm),

(
α

β

)
=

(
α1

β1

)
· · ·

(
αm

βm

)
.

For an analytic function f =
∑

α aαz
α and a multi-index γ, we define the

Hasse derivative of multi-index γ of f by

Dγf =
∑

α≥γ

(
α

γ

)
aαz

α−γ .

We may verify that DαDβf =
(
α+β
β

)
Dα+β for all f ∈ Em. Therefore, the Hasse

derivative D can be extended to meromorphic functions in the following way:
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• For a multi-index ei = (0, . . . , 0, 1
jth−position

, 0, . . . , 0), we set Dk
j f :=

Dkei(f).

• For a meromorphic function f = g
h (g, h ∈ Em), we define

Dei = D1
jf :=

hD1
i g − gD1

i h

h2
, j = 1, . . . ,m.

• For γ = (γ1, . . . , γm), we may choose a sequence of multi-indices γ =
α1 > α2 > · · · > α|γ| such that αi = αi+1 + eji (ji ∈ {1, . . . ,m}) for
1 ≤ i ≤ |γ| − 1 and α|γ| = ej|γ| (j|γ| ∈ {1, . . . ,m}) and define

Dαih =
1(

αi+1+eji
αi+1

)DejiDαi+1h,∀i = |γ| − 1, |γ| − 2, . . . , 1.

We summarize here the fundamental properties of the Hasse derivative from
[6] as follows:

(i) Dγ(f + g) = Dγf +Dγg, f, g ∈Mm.

(ii) Dγ(fg) =
∑

α,β D
αfDβg, f, g ∈Mm.

(iii) DαDβf =
(
α+β
β

)
Dα+βf, f ∈Mm

(iv) (Lemma on the logarithmic derivative) For f ∈ Em,

|Dγf |r ≤
|f |r
r|γ|

, |∂γf |r ≤
|f |r
r|γ|

.

(v) For f ∈ Em and a multi-index γ, let P be an irreducible element of Em
that divides f with exact multiplicity e. If e > |γ|, then P e−|γ| divides Dγf .

For each integer k ≥ 2, let

Mm[k] = {Q ∈Mm : Di
jQ ≡ 0 for all 0 < i < k and 1 ≤ j ≤ m}.

If F has characteristic 0, thenMm[k] = F for all k ≥ 2. If F has characteristic
p > 0 and if s ≥ 1 is an integer, thenMm[ps] is the fraction field of Em, where
Em[ps] = {gps

: g ∈ Em} is a subring of Em. Moreover,

Mm[ps−1 + 1] =Mm[ps].

2.3. Non-Archimedean Nevanlinna’s function.

Let f =
∑

γ aγz
γ ∈ Em be an holomorphic function. The counting function

of zeros of f is defined as follows:

Nf (0, r) = nf (0, 0) log r +

∫ r

0

(nf (0, t)− nf (0, 0))
dt

t
(r > 0),
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where

nf (0, r) = sup{|γ|; |aγ |r|γ| = |f |r} and nf (0, 0) = min{|γ|; aγ ̸= 0}.

Let f be a meromorphic function on Fm. Assume that f = g
h , where g, h

are holomorphic functions without common factors. We define

Nf (0, r) = Ng(0, r) and Nf (∞, r) = Nh(0, r).

The Poisson-Jensen-Green formula (see [3, Theorem 3.1]) states that

Nf (0, r)−Nf (∞, r) = log |f |r + Cf for all r > 0,

where Cf is a constant depending on f but not on r.

Suppose that f ̸≡ a for a ∈ F. The counting function of f with respect to
the point a is defined by

Nf (a, r) = Nf−a(0, r).

The proximity functions of f with respect to ∞ and a are defined respec-
tively as follows

mf (∞, r) = max{0, log |f |r} = log+ |f |r and mf (a, r) = m1/(f−a)(∞, r).

The characteristic function of f is defined by

Tf (r) = mf (∞, r) +Nf (∞, r).

Note that, if f = g
h as above then Tf (r) = max{log |g|r, log |h|r}+O(1).

The first main theorem is stated as follows:

Tf (r) = mf (a, r) +Nf (a, r) +O(1) (∀r > 0).

2.4. Truncated counting function.

Let f ∈ Em. For j = 1, . . . ,m, define

gj = gcd(f,D1
j (f)) and hj =

f

gj
.

The radical R(f) of f is defined to be the least common multiple of hj ’s.

Case 1: F has characteristic p = 0. The truncated counting function of
zeros of f is defined by

N
(l)
f (0, r) = Ngcd(f,R(f)l)(0, r).
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In particular,

N
(1)
f (0, r) = NR(f)(0, r).

Case 2: F has characteristic p > 0. We define Rps(f) by induction in
s = 0, 1, . . . For s = 0, set Rp0(f) = R(f). For s ≥ 1, assume that Rps−1(f)
has been defined. We set

f =
f

gcd(f,Rps−1(f)ps)
, gi = gcd(f,Dps

i f), hi =
f

gi

for i = 1, . . . ,m. Let H be the least common multiple of hi’s, and set

G =
H

gcd(H,Rps−1(H)ps−1)
,

which is a psth power. Let R be the psth root of G and define the higher
ps-radical Rps(f) of f to be the least common multiple of Rps−1(f) and R.

Take a sequence {rj}i∈N ⊂ |F∗| such that rj → ∞. Take sj such that if
P ∈ Em is irreducible such that P |f and P is not unit on Bm(rj) then P |Rps(f)
for s > sj . Let uj be a unit on Bm(rj) such that

Rpsj (f) = ujRpsj+1 (f).

Define vj =
∏∞

l=j uj , which is unit on Bm(rj), and

S(f) = lim
j→∞

Rpsj (f)

vj
∈ Em,

which is called the square free part of f . The truncated (to level l) counting
function of zeros of f is defined by

N
(l)
f (0, r) = Ngcd(f,S(f)l)(0, r).

2.5. Non-Archimedean meromorphic maps and family of hypersur-
faces.

Let V be a projective subvariety of PM (F) of dimension n (n ≤ M). For
a positive integer d, take a basis {[A1], . . . , [AHd(V )]} of Id(V ), where Ai ∈
Hd[x0, . . . , xM ]. Let f : Fm → PM (F) be a non-Archimedean meromorphic
map with a reduced representation f = (f0, . . . , fM ), which is non-degenerate
over Id(V ). We have the following definition.

Definition 2.1. Assume that F has the character p > 0. Denote by s the
smallest integer such that any subset of {A1(f), . . . , AHd(V )(f)} linearly inde-
pendent over F remains linearly independent over Mm[ps]. We call s is the
dth-index of non-degeneracy of f .
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We see that the above definition does not depend on the choice of the basis
{[Ai]; 1 ≤ i ≤ Hd(V )} and the choice of the reduced representation f . If
V = PM (F) and d = 1 then s is also called the index of independence of f (see
[6, Definition 4.1]).

The following three lemmas are proved in [2] for the case of F = C and
the canonical absolute value. However, with the same proof, they also hold
for arbitrary algebraic closed field F of character p ≥ 0 and complete with an
arbitrary absolute value. We state them here without the proofs.

Throughout this paper, we sometimes identify each hypersurface in a pro-
jective variety with its defining homogeneous polynomial. The following lemma
of An-Quang [2] may be considered as a generalization of the lemma on Nochka
weights in [4].

Lemma 2.1 (cf. [2, Lemma 3]). Let V be a projective subvariety of PM (F) of
dimension n (n ≤M). Let Q1, . . . , Qq be q (q > 2N − k + 1) hypersurfaces in
PM (F) in N -subgeneral position with respect to V of the common degree d. Then
there are positive rational constants ωi (1 ≤ i ≤ q) satisfying the following:

i) 0 < ωi ≤ 1, ∀i ∈ {1, . . . , q},
ii) Setting ω̃ = maxj∈Q ωj, one gets

q∑

j=1

ωj = ω̃(q − 2N + n− 1) + n+ 1.

iii)
n+ 1

2N − n+ 1
≤ ω̃ ≤ n

N
.

iv) For R ⊂ {1, . . . , q} with ♯R = N + 1, then
∑

i∈R ωi ≤ n+ 1.

v) Let Ei ≥ 1 (1 ≤ i ≤ q) be arbitrarily given numbers. For R ⊂ {1, . . . , q}
with ♯R = N + 1, there is a subset Ro ⊂ R such that ♯Ro = rankF{[Qi]; i ∈
Ro} = n+ 1 and ∏

i∈R

Eωi
i ≤

∏

i∈Ro

Ei.

Let Q be a hypersurface in Pn(F) of degree d defined by
∑

I∈Id
aIx

I = 0,

where Id = {(i0, . . . , iM ) ∈ NM+1
0 : i0 + · · ·+ iM = d}, I = (i0, . . . , iM ) ∈ Id,

xI = xi00 · · ·xiMM and (x0 : · · · : xM ) is homogeneous coordinates of PM (F).
Let f be an non-Archimedean meromorphic map from Fm into a projective
subvariety V of PM (F) with a reduced representation f = (f0, . . . , fM ). We
define

Q(f) =
∑

I∈Id

aIf
I ,

where f I = f i00 · · · f inn for I = (i0, . . . , in). We have the following lemma.
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Lemma 2.2 (cf. [2, Lemma 4]). Let {Qi}i∈R be a set of hypersurfaces in Pn(F)
of the common degree d and let f be a meromorphic mapping of Fm into Pn(F)
with a reduced representation f = (f0, . . . , fM ). Assume that

⋂
i∈RQi∩V = ∅.

Then, there exist positive constants α and β such that

α∥f∥dr ≤ max
i∈R
|Qi(f)|r ≤ β∥f∥dr for any r > 0.

Lemma 2.3 (cf. [2, Lemma 5]). Let {Qi}qi=1 be a set of q hypersurfaces in
PM (F) of the common degree d. Then there exist (HV (d)−n−1) hypersurfaces

{Ti}HV (d)−n−1
i=1 in PM (F) such that for any subset R ∈ {1, . . . , q} with ♯R =

rankF{[Qi]; i ∈ R} = n+1, we get rankF{{[Qi]; i ∈ R}∪{[Ti]; 1 ≤ i ≤ Hd(V )−
n− 1}} = HV (d).

2.5. Value distribution theory for non-Archimedean meromorphic
maps.

Let f : Fm → V ⊂ PM (F) be a non-Archimedean meromorphic map with
a reduced representation f = (f0, . . . , fN ). The characteristic function of f is
defined by

Tf (r) = log ∥f∥r,

where ∥f∥r = max1≤0≤n |fi|r. This definition is well-defined upto a constant.

Let Q be a hypersurface in Pn(F) of degree d defined by
∑

I∈Id
aIx

I = 0,
where aI ∈ F (I ∈ Id) and are not all zeros. If Q(f) ̸≡ 0 then we define the
proximity function of f with respect to Q by

mf (Q, r) = log
∥f∥dr · ∥Q∥
|Q(f)|r

,

where ∥Q∥ := maxI∈Id
|aI |. We see that the definition of mf (Q, r) does not

depend on the choices of the presentations of f and Q.

The truncated (to level l) counting function of f with respect to Q is defined
by

N
(l)
f (Q, r) := N

(l)
Q(f)(0, r).

For simplicity, we will omit the character (l) if l =∞.

The first main theorem for non-Archimedean meromorphic maps states that

dTf (r) = mf (Q, r) +Nf (Q, r) +O(1).

Proposition 2.1 (cf. [6, Propositions 4.3, 4.4]). Let p be the character of F.
Assume that f : Fm → Pn(F) is a non-Achimedean meromorphic map, which is
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linearly non-degenerate over F, with a reduced representation f = (f0, . . . , fn).
Then there exist multi-indices γ0 = (0, . . . , 0), γ1, . . . , γn with

|γ0| ≤ · · · ≤ |γn| ≤ κ0 ≤
{
ps−1(n− k + 1) if p > 0,

n− k + 1 if p = 0

where s is the index of independence of f and k = rankf , such that the gener-
alized Wronskian

Wγ0,...,γn(f0, . . . , fn) = det
(
Dγi

fj

)
0≤i,j≤n

̸≡ 0.

Here rankf is defined by

rankf = rankMm{(Dγf0, . . . , D
γfn); |γ| ≤ 1} − 1.

3. Proof of main theorems

Proof. [Proof of Theorem 1.1] By replacing Qi with Q
d/di

i if necessary, we
may assume that all Qi (i = 1, . . . , q) do have the same degree d. It is easy
to see that there is a positive constant β such that β∥f∥d ≥ |Qi(f)| for every
1 ≤ i ≤ q. Set Q := {1, · · · , q}. Let {ωi}qi=1 be as in Lemma 2.1 for the family

{Qi}qi=1. Let {Ti}
Hd(V )−n−1
i=1 be (Hd(V )−n−1) hypersurfaces in PM (F), which

satisfy Lemma 2.3.

Take a F-basis {[Ai]}HV (d)
i=1 of Id(V ), where Ai ∈ Hd. Since f is non-

degenerate over Id(V ), it implies that {Ai(f); 1 ≤ i ≤ HV (d)} is linearly inde-
pendent over F. By Proposition 2.1, there multi-indices {γ1 = (0, . . . , 0), γ2 · · · ,
γHV (d)} ⊂ Zm

+ such that |γ0| ≤ · · · ≤ |γHd(V )| ≤ κ0, where

κ0 ≤
{
ps−1(HV (d)− k) if p > 0,

Hd(V )− k if p = 0

and the generalized Wronskian

W = det
(
Dγi

Aj(f)
)
1≤i,j≤Hd(V )

̸≡ 0.
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Here, we note that

k = rankMm
{(Dγf0, . . . , D

γfM ); |γ| ≤ 1} − 1

= rankMm

{(
Dγ

(f1
f0

)
, . . . , Dγ

(fM
f0

))
; |γ| ≤ 1

}

≤ rankMm

{(
Dγ

(A2(f)

A1(f)

)
, . . . , Dγ

(AHd(V )(f)

A1(f)

))
; |γ| ≤ 1

}

= rankMm

{
(Dγ(A1(f)), . . . , D

γ(AHd(V )(f))); |γ| ≤ 1
}
− 1.

For each Ro = {r01, . . . , r0n+1} ⊂ {1, . . . , q} with rankF{Qi}i∈Ro = ♯Ro =
n+ 1, set

WRo ≡ det
(
Dγj

Qr0v
(f)(1 ≤ v ≤ n+1), Dγj

Tl(f)(1 ≤ l ≤ HV (d)−n−1)
)
1≤j≤HV (d)

.

Since rankF{[Qr0v
](1 ≤ v ≤ n+1), [Tl](1 ≤ l ≤ HV (d)−n− 1)} = HV (d), there

exists a nonzero constant CRo ∈ F such that WRo = CRo ·W .

We denote by Ro the family of all subsets Ro of {1, . . . , q} satisfying

rankF{[Qi]; i ∈ Ro} = ♯Ro = n+ 1.

For each r > 0, there exists R̄ ⊂ Q with ♯R̄ = N + 1 such that |Qi(f)|r ≤
|Qj(f)|r,∀i ∈ R̄, j ̸∈ R̄. We choose Ro ⊂ R such that Ro ∈ Ro and Ro satisfies

Lemma 2.1(v) with respect to numbers
{ β∥f∥dr
|Qi(f)|r

}q

i=1
. Since

⋂
i∈R̄Qi = ∅, by

Lemma 2.2, there exists a positive constant αR̄ such that

αR̄∥f∥dr ≤ max
i∈R̄
|Qi(f)|r.

Then, we get

∥f∥d(
∑q

i=1 ωi)
r |W |r

|Q1(f)|ω1
r · · · |Qq(f)|ωq

r
≤ |W |r
αq−N−1

R̄
βN+1

∏

i∈R̄

(
β∥f∥dr
|Qi(f)|r

)ωi

≤ AR̄

|W |r · ∥f∥d(n+1)
r∏

i∈R̄o |Qi(f)|r

≤ BR̄

|WR̄o |r · ∥f∥dHV (d)
r∏

i∈R̄o |Qi(f)|r
∏HV (d)−n−1

i=1 |Ti(f)|r
,

where AR̄, BR̄ are positive constants.
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Therefore, for every r > 0,

log
∥f∥d(

∑q
i=1 ωi−Hd(V )

r |W |r
|Q1(f)|ω1

r · · · |Qq(f)|ωq
r

≤ max
R

log
|WR|r∏

i∈R |Qi(f)|r
∏HV (d)−n−1

i=1 |Ti(f)|r
+O(1)

≤ −
Hd(V )∑

j=1

|γj | log r +O(1),

where the maximum is taken over all subsets R ⊂ {1, . . . , q} such that ♯R =
n + 1 and rankF{[Qi]; i ∈ R} = n + 1. Here, the last inequality comes from
the lemma on logarithmic derivative. By the Poisson-Jensen-Green formula,
the definitions of the approximation function and the characteristic function,
we have

q∑

i=1

ωimf (Qi, r)− dHd(V )Tf (r)−NW (0, r) ≤ −(Hd(V )− 1) log r +O(1),

(note that
∑Hd(V )

i=1 |γi| ≤ Hd(V ) − 1). Then, by the first main theorem, we
obtain

(

q∑

i=1

ωi −Hd(V ))dTf (r) ≤
q∑

i=1

ωiNf (Qi, r)−NW (0, r)− (Hd(V )− 1) log r +O(1).

(3.1)

Claim.
∑q

i=1 ωiNf (Qi, r)−NW (0, r) ≤∑q
i=1 ωiN

(κ0)
f (Qi, r) +O(1).

Indeed, set G̃j = gcd(Qj(f), S(Qj(f))
κ0). Since ωi (1 ≤ i ≤ q) are rational

numbers, there exists an integer A such that ω̃i = Aωi (1 ≤ i ≤ q) are integers.
Let P ∈ Em be an irreducible element with P |∏q

i=1Qi(f)
ω̃i . There exists a

subset R of {1, . . . , q} with ♯R = N + 1 such that P is not a division of Qi(f)
for any i ̸∈ R. Denote by ei the largest integer such that P ei |Qi(f) for each
i ∈ R. Then, there is a subset Ro ⊂ R with ♯Ro = n+ 1, WRo ̸≡ 0 and

∑

i∈R

ωi max{0, ei − κ0} ≤
∑

i∈Ro

max{0, ei − κ0}.

Also, since W = CRo ·WRo , it clear that P divides W with multiplicity at least

min
{j1,...,jn+1}⊂{1,...,Hd(V )}

∑

i∈R0

min{0, ei − |γji |} ≥
∑

i∈R0

min{0, ei − κ0}

≥
∑

i∈R

ωi max{0, ei − κ0}

=
∑

i∈R

ωi(ei −min{ei, κ0}).
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This implies that

P
∑

i∈R ω̃iei |WA · P
∑

i∈R ω̃i min{ei,κ0}.

We note that P ω̃i min{ei,κ0}|Gω̃i
i . Therefore,

P
∑

i∈R ω̃iei |WA ·
∏

i∈R

Gω̃i
i .

This holds for every such irreducible element P . Then it yields that

q∏

i=1

Qi(f)
ω̃i |WA ·

q∏

i=1

Gω̃i
i .

Hence,
q∑

i=1

Nf (Qi, r) ≤ NW (0, r) +

q∑

i=1

N
(κ0)
f (Qi, r).

The claim is proved.

From the claim, Lemma 2.1(ii) and the inequality (3.1), we obtain

(ω̃(q − 2N + n− 1)−Hd(V ) + n+ 1)dTf (r)

≤
q∑

i=1

ωiN
(κ0)
f (Qi, r)− (Hd(V )− 1) log r +O(1).

Note that, ωi ≤ ω̃(1 ≤ i ≤ q) and
n+ 1

2N − n+ 1
≤ ω̃ ≤ n

N
. Then, the above

inequality implies that

(
q − (2N − n+ 1)Hd(V )

n+ 1

)
≤

q∑

i=1

1

d
N

(κ0)
f (Qi, r)−

N(Hd(V )− 1)

nd
log r+O(1).

The theorem is proved.

Proof. [Proof of Theorem 1.2] For r > 0, without loss of generality, we may
assume that

|Q1(f)|1/ degQ1
r ≤ |Q2(f)|1/ degQ2

r ≤ · · · ≤ |Qq(f)|1/ degQN+1
r .

Since
⋂N+1

i=1 Qi = ∅, by Lemma 2.2, there exists a positive constant C such
that

C∥f∥r ≤ max
1≤i≤N+1

|Qi(f)|1/ degQi
r = |QN+1(f)|1/ degQN+1

r .
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Then, we get

q∑

i=1

mf (Qi, r)

degQi
= log

∥f∥qr
|Q1(f)|1/ degQ1

r · · · |Qq(f)|1/ degQq
r

+O(1)

≤ log

N∏

i=1

∥f∥r
|Qi(f)|1/ degQi

r

+O(1)

=

N∑

i=1

mf (Qi, r)

degQi
+O(1)

≤ N · Tf (r) +O(1).

Therefore,

(q −N)Tf (r) ≤
q∑

i=1

1

degQi
Nf (Qi, r) +O(1) (r > 0).

The theorem is proved.
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