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Abstract. Fritz John necessary conditions for local Henig and global effi-
cient solutions of vector equilibrium problems involving equality, inequality
and set constraints with nonsmooth functions are established via convex-
ificators. Under suitable constraint qualifications, Kuhn–Tucker necessary
conditions for local Henig and gobally efficient solutions are derived. Note
that Henig and global efficient solutions of (VEP) are studied with respect
to a closed convex cone. Sufficient condition for Henig and globally efficient
solutions are derived under some assumptions on asymptotic semiinvexity-
infine of the problem. Some illustrative examples are also given.

1. Introduction

In recent years, vector equilibrium problems have been extensively studied
with many applications. Vector equilibrium problems include a lot of other
problems as special cases such as vector variational inequalities, vector op-
timization problems, vector saddle point problems, vector complementarity
problems, vector Nash equilibrium problems. Optimality conditions for weakly
efficient solutions, efficient solutions, Henig efficient solutions, globally efficient
solutions and superefficient solutions of vector equilibrium problems have been

Key words and phrases: .Local Henig efficient solution, local global solution, vector equilib-
rium problems, Fritz John and Kuhn–Tucker necessary conditions, convexificators
2010 Mathematics Subject Classification: 90C46, 91B50, 49J52
The Project is supported by the Vietnam National Foundation for Science and Technology
Development (NAFOSTED) under Grant No 101.01-2021.06.



68 Do Van Luu and Tran Thi Mai

studied by many authors (see, e.g., [2–5], [8–14], and references therein). There
are lot of works to dealt with optimality conditions for Henig and global efficient
solutions of vector equilibrium problems. Gong [5] derived optimality condi-
tions for Henig and global efficient solutions of vector equilibrium problems with
a set constraint. Long et al. [8] established optimality conditions for Henig ef-
ficient solutions of vector equilibrium problems involving a cone-constraint and
a set constraint with subconvexlike functions. Recently, Luu–Hang [11] derived
optimality conditions for efficient solutions of vector equilibrium problems in-
volving equality and inequality constraints with locally Lipschitz functions in
terms of the Clarke subdifferentials on using the notion of quasirelative interior
of a convex set in infinite dimensional spaces, but not for Henig and global effi-
cient solutions. Necessary and sufficient conditions for efficiency of nonsmooth
constrained vector optimization problems via convexificators are established by
Luu [12–14].

Motivated by the works [8, 14], in this paper we establish Fritz John and
Kuhn–Tucker necessary conditions for local Henig and global efficient solutions
of vector equilibrium problems involving equality, inequality and set constraints
with nonsmooth functions via convexificators. Under suitable constraint qual-
ifications, Kuhn–Tucker necessary conditions for local Henig efficient solutions
are derived. Sufficient conditions for Henig and global efficient solutions are
derived under some assumptions on asymptotic semiinvexity-infine of the con-
sidering problem.

The remainder of the paper is organized as follows. After some prelimi-
naries, in Section 3, based on a Fritz John necessary condition by Luu [14],
we derive Fritz John necessary conditions for local Henig and global efficient
solutions with respect to a closed convex cone of vector equilibrium problems
involving equality, inequality and set constraints with nonsmooth functions. In
Section 4, Kuhn–Tucker necessary conditions for local Henig and global effi-
cient solutions are derived under some suitable constraint qualifications. Note
that Henig and global efficient solutions of (VEP) are studied with respect
to a closed convex cone. Kuhn–Tucker necessary conditions via convexifica-
tors can be sharper than those expressed in terms of the Clarke subfifferentials
and the Michel–Penot subdifferentials. Observe that the results obtained in
this paper are more general than those obtained by Gong [5] for vector equi-
librium problems with only a set constraint, and those obtained by Long et
al. [8] for vector equilibrium problems with subconvexlike functions. Section
5 presents sufficient conditions for Henig and global efficient solutions under
some assumptions on asymptotic semiinvexity-infine of the problem.
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2. Preliminaries

Let X be a Banach space, X∗ topological dual of X, x ∈ X. We recall some
notions on convexificators in [7]. The lower (upper) Dini directional derivatives
of f : X → R := R ∪ {±∞} at x ∈ X in a direction v ∈ X is defined as

f−(x; v) := lim inf
t↓0

f(x+ tv)− f(x)

t(
resp. f+(x; v) := lim sup

t↓0

f(x+ tv)− f(x)

t

)
.

In case f+(x; v) = f−(x; v), their common value is denoted by f ′(x; v), which
is called Dini derivative of f at x in the direction v. The function f is called
Dini differentiable at x iff its Dini derivative at x exists in all directions.

Recall [7] that the function f is said to have an upper (lower) convexificator
∂∗f(x) (resp. ∂∗f(x)) at x iff ∂∗f(x) ⊆ X∗ (resp. ∂∗f(x) ⊆ X∗) is weakly∗

closed, and for all v ∈ X,

f−(x; v) 6 sup
ξ∈∂∗f(x)

〈ξ, v〉

(
resp. f+(x; v) > inf

ξ∈∂∗f(x)
〈ξ, v〉

)
.

A weakly∗ closed set ∂∗f(x) ⊆ X∗ is said to be a convexificator of f at x iff it
is both upper and lower convexificators of f at x.

The function f is said to have an upper (lower) semi–regular convexificator
∂∗f(x) (resp. ∂∗f(x)) at x iff ∂∗f(x) (resp. ∂∗f(x)) is weakly∗ closed and for
all v ∈ X,

f+(x; v) 6 sup
ξ∈∂∗f(x)

〈ξ, v〉

(
resp. f−(x; v) > inf

ξ∈∂∗f(x)
〈ξ, v〉

)
.

If equality holds in these inequalities, then ∂∗f(x) (resp. ∂∗f(x)) is called an
upper (resp. lower) regular convexificator of f at x.

Following [1], the Clarke generalized directional derivative of f at x, with
respect to a direction v, is defined as

f0(x; v) = lim sup
x→x, t↓0

f(x+ tv)− f(x)

t
.
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The Clarke subdifferential of f at x is

∂f(x) =
{
ξ ∈ X∗ : 〈ξ, v〉 6 f0(x; v), ∀ v ∈ X

}
.

For a locally Lipschitz function f at x, ∂f(x) is a convexificator of f at x (see
[7]).

The Michel–Penot directional derivative of f at x in a direction v ∈ X is
defined as follows

f♦(x; v) := sup
w∈X

lim sup
t↓0

f(x+ t(v + w))− f(x+ tw)

t
.

The Michel–Penot subdifferential of f at x is

∂♦f(x) :=
{
ξ ∈ X∗ : 〈ξ, v〉 6 f♦(x; v),∀ v ∈ X

}
.

If f is locally Lipschitz at x, then ∂♦f(x) is also a convexificator of f at
x. The convex hull of a convexificator of a locally Lipschitz function may be
strictly contained in both the Clarke and Michel-Penot subdifferentials (see [7],
Example 2.1). It is obvious that for a function f which is locally Lipschitz at
x,

f♦(x; v) 6 f0(x; v) (∀v ∈ X),

∂♦f(x) ⊆ ∂f(x).

The following example shows that the subdifferentials ∂♦f(x) and ∂f(x)
may be greatly different, but they are convexificators of f at x.

Example 2.1. The function f be defined on R as

f(x) =

{
x2|cosπx |, x 6= 0,

0, x = 0.

Then, ∂♦f(0) = {0}, f♦(0; v) = 0 (∀v ∈ R), f0(0; v) = π|v| (∀v ∈ R), ∂f(0) =
[−π, π]. Thus, ∂♦f(0) $ ∂f(0), but {0} and [−π, π] are convexificators of f
at x.

Recall [1] that the Clarke tangent cone to a set C ⊆ X at a point x ∈ C is
defined as

T (C;x) :=
{
v ∈ X : ∀xn ∈ C, xn → x,∀ tn ↓ 0,∃ vn → v

such that xn + tnvn ∈ C, ∀n
}
.
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The Clarke normal cone to C at x is

N(C;x) :=
{
ξ ∈ X∗ : 〈ξ, v〉 6 0,∀ v ∈ T (C;x)

}
.

Thus N(C;x) = T (C;x)◦ = −T (C;x)∗, where T (C;x)◦ is the polar of T (C;x),
and T (C;x)∗ is the dual cone of T (C;x). Note that the cones T (C;x) and
N(C;x) are nonempty convex, T (C;x) is closed and N(C;x) is weakly∗ closed.

3. Fritz John necessary conditions for efficiency

This section deals with Fritz John necessary conditions for local Henig and
globally efficient solutions of vector equilibrium problems via convexificators.
The Kuhn–Tucker necessary conditions obtained here via convexificators can
be sharper than those expressed in terms of the Clarke and Michel–Penot sub-
differentials.

Let K a nonempty closed subset of a Banach space X. Let F be a mapping
from K ×K to Rr and Q a pointed closed convex cone in Rr. Let us consider
the following vector equilibrium problem (VEP): Finding a point x ∈ K such
that

F (x, y) /∈ −Q \ {0} (∀y ∈ K). (1)

A vector x solved (1) will be called efficient solution of (VEP).

A vector x ∈ K is called a globally efficient solution to Problem (VEP) iff
there exists a pointed convex cone M ⊂ Rr with Q \ {0} ⊂ intM such that

F (x, y) ∩ ((−M) \ {0}) = ∅ (∀y ∈ K). (2)

For x ∈ K, denoting Fx(y) := F (x, y), we have that

Fx(y) = (F1,x(y), . . . , Fr,x(y)).

Denote the dual cone of Q by Q∗ := {y∗ ∈ Y ∗ : 〈y∗, y〉 > 0, ∀y ∈ Q}.
A nonempty convex subset B of Q is called a base of Q, if Q = coneB and
0 /∈ clB, where cl stands for the closure, coneB denotes the cone hull of B:
coneB = {tb : t > 0, b ∈ B}. Denote the quasi-interior of Q∗ by Q# :=
{y∗ ∈ Rr : 〈y∗, y〉 > 0, ∀y ∈ Q \ {0}}. We set Q∆(B) := {y∗ ∈ Q# : ∃t >
0 such that 〈y∗, b〉 > t, ∀b ∈ B}. Then Q∆(B) is a cone in Rr and Q∆(B) ⊆ Q#.
Moreover, if y∗ ∈ Q∆(B), then y∗ 6= 0. If B is a base of the cone Q, by a
separation theorem see, e.g., Theorem 3.6 [6]), there exists y∗ ∈ Rr \ {0} such
that

α := inf{〈y∗, b〉 : b ∈ B} > y∗(0) = 0.
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Then the set VB := {y ∈ R : | 〈y∗, y〉 |< α
2 } is an absolutely convex open

neighborhood of 0 ∈ Y (see [5]), and inf{〈y∗, y〉 : y ∈ B + VB} > α
2 . For each

convex neighborhood U of 0, U ⊆ VB , one has 0 /∈ cl(B + U). Hence, the set
QU (B) := cone(U +B) is a pointed convex cone, and

Q \ {0} ⊆ intQUB. (3)

A vector x ∈ K is called Henig efficient solution of (VEP) if there is an abso-
lutely convex neighborhood U of 0, U ⊆ VB such that

coneFx(K) ∩ (−intQU (B)) = ∅,

where Fx(K) =
⋃
y∈K Fx(y). Since QU (B) is a pointed convex cone, x is a

Henig solution if and only if

Fx(K) ∩ (−intQU (B)) = ∅. (4)

Note that x ∈ K is a Henig efficient solution of (VEP) if and only if there is
an absolutely convex neighborhood U of 0, U ⊆ VB such that (see [5])

coneFx(K) ∩ (U −B) = ∅. (5)

If in the definitions of efficient solution, globally efficient solution and Henig
efficient solution, K is replaced by K ∩W for some neighborhood W of x, we
obtain the notions of local efficient solution, local global solution and local
Henig efficient solution for (VEP), respectively.

Remark 3.1 It follows from (1)–(4) that a Henig efficient solution is an
efficient solution, and globally efficient solution is also an efficient solution.

Let g and h be mappings from X into Rm and R`, respectively, and let C
be nonempty closed subsets of X. Then g and h can be expressed as follows:
g = (g1, . . . , gm), h = (h1, . . . , h`). This paper deals with the vector equilibrium
problem (VEP) in which K is described by

K =
{
x ∈ C : g(x) 6 0, h(x) = 0

}
.

This constrained vector equilibrium problem is denoted by (CVEP). We set
I := {1, . . . ,m}, L := {1, . . . , `}, and

I(x) := {i ∈ I : gi(x) = 0},
H := {x ∈ C : h(x) = h(x)}.

Recall that a point x is said to be a regular point in the sense of Ioffe for
h relative to C if there exist numbers K > 0 and δ > 0 such that for all
x ∈ C ∩B(x; δ),

dH(x) 6 K ‖ h(x)− h(x) ‖,
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where dH(x) denotes the distance from x to H, B(x; δ) stands for the open ball
of radius δ around x (see, e.g., [14]).

The following assumptions are posed on Problem (CVEP).

Assumption 3.1

(a) x ∈ H; C is convex; Q has a base B; Fx, hj (j ∈ L) are locally Lipschitz
at x, gi(i ∈ I(x)) are continuous in a neighborhood of x.

(b) The functions Fk,x and hj admit upper convexificators ∂∗Fk,x(x) (k ∈ J)
and ∂∗hj(x) (j ∈ L) at x near x, respectively; gi (i ∈ I(x)) admit upper
convexificators ∂∗g(x) at x; the functions | hj | (j ∈ L) are regular in the
sense of Clarke at x, that is for every v ∈ X there exists f ′(x; v) and f ′(x; v) =
f0(x; v).

(c) ∂∗F1,x(x), . . . , ∂∗Fr,x(x), ∂∗h1(x), . . . , ∂∗h`(x) are bounded; the convex-
ificator maps ∂∗F1,x, . . . , ∂

∗Fr,x, ∂∗h1, . . . , ∂
∗h` are upper semicontinuous at x.

We shall begin with establishing a Fritz John necessary optimality condition
for local Henig efficient solution of (CVEP).

Theorem 3.1. Let x be a local Henig efficient solution of (CVEP). Assume
that Fx(x) = 0, Assumption 3.1 hold. Then there exist τ > 0, µi > 0 (i ∈ I(x)),
ν := (ν1, . . . , ν`) ∈ R` with (τ , µ1, . . . , µ|I(x)|) 6= 0, and a continuous positively
homogeneous function Λ on Y satisfying
(i) If y2 − y1 ∈ Q \ {0}, then Λ(y1) < Λ(y2),
(ii) ∃β0 > 0 such that Λ(−b) 6 −β0 (∀b ∈ B),
such that

0 ∈ cl
(
τconv ∂∗(Λ◦Fx)(x)+

∑
i∈I(x)

µiconv ∂∗gi(x)+
∑
j∈L

νjconv ∂∗hj(x)+N(C;x)
)
.

(6)
where |I(x)| denotes the capacity of |I(x)|.

Proof Since x is a local Henig efficient solution of (CVEP), there are a neigh-
borhood W of x and an absolutely convex neighborhood U of 0, U ⊆ VB such
that

coneFx(K ∩W ) ∩ (−intQU (B)) = ∅.

Applying Theorem 3.2 in [5] yields the existence a continuous positively homo-
geneous subadditive function Λ on Y such that (i), (ii) hold, and

(Λ ◦ Fx)(x) > 0 (∀x ∈ K ∩W ). (7)

Since Fx(x) = 0 and Λ is positively homogeneous, we have (Λ ◦ Fx)(x) = 0.
In view of (7), we deduce that x is a local minimum of the following scalar
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optimization problem:

min(Λ ◦ Fx)(x),

s.t. gi(x) 6 0 (i ∈ I),

(P) hj(x) = 0 (j ∈ J),

x ∈ C ∩W.

Since the function Λ is continuous and convex, we can apply Proposition 2.2.6
[1] to deduce that it is locally Lipschitz. Observe that in the scalar case, a
local Henig solution is a local minimum. Taking account of Theorem 3.2 [14]
to the scalar problem (P) yields the existence of τ > 0, µi > 0 (∀i ∈ I(x)) with
(τ , µ1, . . . , µ|I(x)|) 6= 0, νj ∈ R (∀j ∈ L) such that

0 ∈ cl
(
τconv ∂∗(Λ ◦ Fx)(x) +

∑
i∈I(x)

µiconv ∂∗gi(x)+

∑
j∈L

νjconv ∂∗hj(x) +NC∩W (x)
)
.(8)

On the other hand,

NC∩W (x) = NC(x).

Hence, (8) implies (6) .

A Fritz John necessary optimality condition for local global efficient solution
of (CVEP) can be stated as follows.

Theorem 3.2. Let x be a local global efficient solution of (CVEP). Assume
that Fx(x) = 0, Assumption 3.1 hold. Then there exist τ > 0, µi > 0 (i ∈ I(x)),
ν := (ν1, . . . , ν`) ∈ R` with (τ , µ1, . . . , µ|I(x)|) 6= 0, and a continuous positively
homogeneous function Λ on Y satisfying that if y2−y1 ∈ Q\{0}, then Λ(y1) <
Λ(y2), such that

0 ∈ cl
(
τconv ∂∗(Λ ◦ Fx)(x) +

∑
i∈I(x)

µiconv ∂∗gi(x)+

∑
j∈L

νjconv ∂∗hj(x) +N(C;x)
)
.(9)

Proof Since x is a local global efficient solution of (CVEP), there are a neigh-
borhood W of x and a pointed convex cone H satisfying Q \ {0} ⊂ intH such
that

Fx(K) ∩ (−H) \ {0} = ∅. (10)
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Taking a ∈ Q \ {0}, it follows that a ∈ intH. We invoke Theorem 3.3 [5] to
deduce that the function defined by Λ(y) = inf{t ∈ R : y ∈ ta − H} satisfies
the following conditions:

(a) if y2 − y1 ∈ Q \ {0}, then Λ(y1) < Λ(y2);

(b) Λ(Fx(y)) ≥ 0 (for all y ∈ K).

Since Fx(x) = 0 and Λ is positively homogeneous, we have (Λ ◦ Fx)(x) = 0.
In view of (b), we deduce that x is a local minimum of the following scalar
optimization problem:

min(Λ ◦ Fx)(x),

s.t. gi(x) 6 0 (i ∈ I),

(P1) hj(x) = 0 (j ∈ J),

x ∈ C ∩W.

Observe that in the scalar case, a local global solution is a local minimum.
Hence, we can apply Theorem 3.2 [14] to the scalar problem (P1). In the same
way as in the proof of Theorem 3.1 we deduce that there exist τ > 0, µi >
0 (∀i ∈ I(x)) with (τ , µ1, . . . , µ|I(x)|) 6= 0, νj ∈ R (∀j ∈ L) such that

0 ∈ cl
(
τconv ∂∗(Λ ◦ Fx)(x) +

∑
i∈I(x)

µiconv ∂∗gi(x)+

∑
j∈L

νjconv ∂∗hj(x) +NC∩W (x)
)
,(11)

which together with the fact that NC∩W (x) = NC(x) implies (9) .

4. Kuhn–Tucker necessary conditions for efficiency

To derive Kuhn–Tucker necessary conditions for Henig efficiency, we intro-
duce the following constraint qualification, which is called (CQ1): There exist
d0 ∈ T (C;x) and numbers bi > 0 (i ∈ I(x)) such that
(i) 〈ηi, d0〉 6 −bi (∀ηi ∈ ∂∗gi(x),∀i ∈ I(x));
(ii) 〈ζj , d0〉 = 0 (∀ζj ∈ ∂∗hj(x),∀j ∈ L).

We also introduce another constraint qualification (CQ2): For every µi >
0 (∀i ∈ I(x)), not all zero, and γj ∈ R (∀j ∈ L),

0 /∈ cl
( ∑
i∈I(x)

µiconv ∂∗gi(x) +
∑
j∈L

γjconv ∂∗hj(x) +N(C;x)
)
.
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Remark 4.1 By an argument analogous to that for the proof of Proposition
4.1 [12], we deduce that (CQ1) implies (CQ2).

A Kuhn-Tucker necessary condition for Henig efficiency can be stated as
follows.

Theorem 4.1. Let x be a local Henig efficient solution of (CVEP). Assume
that Fx(x) = 0; Assumption 3.1 is fulfilled; (CQ1) or (CQ2) holds. Then there
exist λ ∈ Q∆(B), µi > 0 (i ∈ I(x)), ν ∈ R`, such that

0 ∈ cl
( r∑
k=1

λkconv ∂∗Fk,x(x)+
∑
i∈I(x)

µiconv ∂∗gi(x)+
∑
j∈L

νjconv ∂∗hj(x)+N(C;x)
)
.

(12)

Proof Applying Theorem 3.1 yields the existence of τ > 0, µi > 0 (i ∈ I(x)),
ν := (ν1, . . . , ν`) ∈ R` with (τ , µ1, . . . , µ|I(x)|) 6= 0, and a continuous positively
homogeneous function Λ on Y satisfying (α)and (β) such that (6) holds. Since
(CQ1) or (CQ2) holds, one gets that τ > 0.

Due to Assumption 3.1(c), ∂∗F1,x(x), . . . , ∂∗Fr,x(x) are bounded convexifi-
cators of F1,x, . . . , Fr,x at x, respectively, and the set-valued mappings ∂∗F1,x,
. . . , ∂∗Fr,x are upper semicontinuous at x. Therefore, due to Proposition 5.1
on a chain rule in [7], ∂Λ(Fx(x))(∂∗F1,x(x), . . . , ∂∗Fr,x(x)) is a convexificator
of Λ ◦ Fx at x. Observing that Fx(x) = 0, it follows from (6) that there exists
a sequence

zn ∈ τ∂Λ(0)
(
conv ∂∗F1,x(x), . . . , conv ∂∗Fr,x(x)

)
+
∑
i∈I(x)

µiconv ∂∗gi(x) +
∑
j∈L

γjconv ∂∗hj(x) +N(C;x), (13)

such that limn→∞ zn = 0. By (13), there exists a sequence {χn} ⊂ ∂Λ(0) ⊂ Rr
such that

zn ∈ τχn(conv ∂∗F1,x(x), . . . , conv ∂∗Fr,x(x)) +
∑
i∈I(x)

µiconv ∂∗gi(x)

+
∑
j∈L

γjconv ∂∗hj(x) +N(C;x).
(14)

Since ∂Λ(Fx(x)) is a compact set in Rr, without loss of generality, we can
assume that χn → χ ∈ ∂Λ(Fx(x)). Putting λ̄ = τ̄ χ̄, one has λ̄ = (λ1, . . . , λr) ∈
Rr. By virtue of (14), it holds that

0 ∈ cl
(
λ(conv ∂∗F1,x(x), . . . , conv ∂∗Fr,x(x))

+
∑
i∈I(x)

µiconv ∂∗gi(x) +
∑
j∈L

γjconv ∂∗hj(x) +N(C;x)
)
,
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which implies (12).

Let us see that λ ∈ Q∆(B). Indeed, observing that Λ is a convex function
and χ ∈ ∂(Λ(Fx(x))), according to Theorem 3.1, there exists β0 > 0 such that
for every y ∈ B,

〈χ,−y〉 ≤ Λ(Fx(x)− y)− Λ(Fx(x))

= Λ(−y) < −β0.

Consequently, 〈χ, y〉 > β0 (∀y ∈ B). Hence, χ ∈ Q∆(B), and so λ ∈ Q∆(B),
which completes the proof.

A Kuhn–Tucker necessary condition via the Clarke subdifferentials can be
stated as follows.

Corollary 4.1. Let x be a local Henig efficient solution of (CVEP). Assume
that all the hypotheses of Theorem 3.1(a), (b) hold. Suppose, in addition, that
(CQ1) or (CQ2) is fulfilled with ∂Fk,x, ∂gi instead of ∂∗Fk,x, ∂

∗gi, respectively.
Then, there exist λ := (λ1, . . . , λr) ∈ Q∆(B), µi > 0 (i ∈ I(x)), νj ∈ R (j ∈ J),
such that

0 ∈
r∑

k=1

λk∂Fk,x(x) +
∑
i∈I(x)

µi∂gi(x) +
∑
j∈L

νjconv ∂∗hj(x) +NC(x), (12)

where ∂Fk,x(x), ∂gi(x) indicate the Clarke subdifferential of Fk,x, gi at x, re-
spectively.
Moreover, if the base B of Q is bounded and closed, then λ ∈ intQ∗.

Proof Making use of Corollary 5.2 [1], it follows that F1,x, . . . , Fr,x, gi (i ∈
I(x)) admit convexificators ∂F1,x(x), . . . , ∂Fr,x(x), ∂gi(x) (i ∈ I(x)) at x; ∂F1,x(x), . . . ,
∂Fr,x(x) are bounded; ∂F1,x, . . . , ∂Fr,x are upper semicontinuous at x. Hence,
Assumption 3.1 is fulfilled. We invoke Theorem 4.1 to deduce that there exist
λ ∈ Q∆(B), µi > 0 (i ∈ I(x)), ν ∈ R` such that

0 ∈ cl
( r∑
k=1

λkconv ∂Fk,x(x) +
∑
i∈I(x)

µiconv ∂gi(x) +
∑
j∈L

νj∇hj(x) +N(C;x)
)
.

(13)
Since ∂Fk,x(x), ∂gi(x) are compact and NC(x) is closed, it follows that the
right hand side of (12) is closed, and so, the closure in (13) can be removed.
Hence, (13) implies (12).

If the base B of Q is bounded and closed, by Lemma 4.5(iii) [5], we have
Q∆(B) = intQ∗. Hence, we get the desired conclusion.

In case the mapping Fx is Gâteaux differentiable at x we get the following
Kuhn–Tucker necessary condition.
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Corollary 4.2. Let x be a local Henig efficient solution of (CVEP). Assume
that all the hypotheses of Theorem 4.1 hold. Suppose, in addition, that Fx is
Gâteaux differentiable with the Gâteaux derivative ∇GFx(x). Then, there exist
λ ∈ Q∆(B), µi > 0 (i ∈ I(x)), νj ∈ R (j ∈ J), such that

0 ∈ [∇GFx(x)]∗λ+
∑
i∈I(x)

µi∂
∗gi(x) +

∑
j∈L

νjconv ∂∗hj(x) +NC(x), (16)

where λ = (λ1, . . . , λr).

Proof Since Fx is Gâteaux differentiable at x, the set {∇GFx(x)} is a convexi-
ficator of f at x. Applying Theorem 4.1 yields the existence of λ ∈ Q∆(B), µi >
0 (i ∈ I(x)), ν ∈ R`, such that (9) holds. Taking ∂∗Fx(x) = {∇GFx(x)}, we
obtain the desired conclusion.

Theorem 4.1 is illustrated by the following example.

Example 4.1. Let X = R2, Y = R2, C = [0, 1] × [0, 1], x = (0, 0), Q = R2
+.

Let F : R2 × R2 → R2, g : R2 → R2, h : R2 → R be defined as

F (x, y) =

{
(sin π

y1
+ y1 + 3y2)(1− x2), 1

2 |y1| − 1
4y1 + 3y2

2 + x2
2y1), if y1 6= 0,

(0,−3y2
2), if y1 = 0,

g = (g1, g2),

g1(y) =

−
y1

1+e
1
y1

− y2, if y1 6= 0,

−y2, if y1 = 0,

g2(y) = y2
2 −

5

2
y2 + 1,

h(y) = y1 −
1

2
y2

(x = (x1, x2) ∈ R2, y = (y1, y2) ∈ R2). Then

Fx(y) =

{
(sin π

y1
+ y1 + 3y2,

1
2 |y1| − 1

4y1 + 3y2
2), if y1 6= 0,

(0,−3y2
2), if y1 = 0,

We have K = {(y1, y2) ∈ [0, 1] × [ 1
2 , 1] : y1 = 1

2y2}, T (C;x) = R2
+, and

N(C;x) = R2
−, where R− = −R+. The pointed closed cone Q has the fol-

lowing bounded closed convex base B = {(y1, y2) ∈ R2
+ : y1 + y2 = 1}. It is

easy to check that dist(0, B) =

√
2

2 , where dist(0, B) indicates the distance
from 0 to B. Taking U being the open ball of radius δ = 1

2 around 0, then U
is an absolutely convex neighborhood of 0 in R2, and

coneFx(K) ∩ (U −B) = ∅.
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Hence, x = 0 is a Henig efficient solution of the following vector equilibrium
problem: Finding x ∈ K such that

F (x, y) /∈ −Q \ {0} (∀y ∈ K).

It can be seen that ∂∗g1(0) = {(−1,−1), (0,−1)}, ∂∗g2(0) = {(0,− 5
2 )}, ∂∗h(0) =

{(1,− 1
2 )}. Hence, taking α > 0, one has (α, 2α) ∈ R2

+, and (CQ1) holds with
b1 = b2 = 2α. Thus all the hypotheses of Theorem 4.1 are fulfilled. Since the
base B of Q is bounded and closed, then λ ∈ intQ∗ , and Q∆(B) = intQ∗ =
R2

++. We have ∂∗F1,x(0) = {(1, 3), (−1, 3)}, ∂∗2,x(0) = {(− 3
4 , 0), ( 1

4 , 0)}. For

λ = (2, 2), µ = ( 1
2 ,

1
2 ), ν = 7, the optimality condition (9) in Theorem 3.2 holds

at x = (0, 0):(
0
0

)
∈ 2

(
ξ
3

)
+ 2

(
η
0

)
+

1

2

(
ζ
−1

)
+

1

2

(
0
− 5

2

)
+ 7

(
1
− 1

2

)
+ R2

−

for −1 6 ξ 6 1,− 3
4 6 η 6 1

4 ,−1 6 ζ 6 0.

In what follows we give a Kuhn-Tucker necessary condition for global effi-
ciency of (VEP).

Theorem 4.2. Let x be a local global efficient solution of (CVEP). Assume
that Fx(x) = 0; Assumption 3.1 is fulfilled; (CQ1) or (CQ2) holds. Then there
exist λ ∈ Q#, µi > 0 (i ∈ I(x)), ν ∈ R`, such that

0 ∈ cl
( r∑
k=1

λkconv ∂∗Fk,x(x) +
∑
i∈I(x)

µiconv ∂∗gi(x)+

∑
j∈L

νjconv ∂∗hj(x) +N(C;x)
)
.

Proof As also in the proof of Theorem 4.1, we invoke Theorem 3.2 to de-
duce that there exist τ > 0, µi > 0 (i ∈ I(x)), ν := (ν1, . . . , ν`) ∈ R` with
(τ , µ1, . . . , µ|I(x)|) 6= 0, and a continuous positively homogeneous function Λ on
Y satisfying that if y2 − y1 ∈ Q \ {0}, then Λ(y1) < Λ(y2) and (9) holds. Since
(CQ1) or (CQ2) holds, one gets that τ > 0. By the same way as in the proof
of Theorem 4.1, we arrive at

0 ∈ cl
(
τ̄ χ̄(conv ∂∗F1,x(x), . . . , conv ∂∗Fr,x(x))

+
∑
i∈I(x)

µiconv ∂∗gi(x) +
∑
j∈L

γjconv ∂∗hj(x) +N(C;x)
)
,

where χ̄ ∈ ∂Λ(Fx(x)).
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Let us see that λ̄ ∈ Q#. Indeed, observing that Λ is a convex function and
χ ∈ ∂(Λ(Fx(x))). Hence, by Theorem 3.2, for any y ∈ Q \ {0}, one has

〈χ̄,−y〉 ≤ Λ(Fx̄(x̄)− y)− Λ(Fx̄(x̄))

= Λ(−y) < Λ(0) = 0,

as it can be rewritten as y = 0− (−y) ∈ Q \ {0}. Hence, χ̄ ∈ Q#. Since τ̄ > 0,
we obtain λ̄ := τ̄ χ̄ ∈ Q#.

5. Sufficient conditions for efficiency

To derive sufficient conditions for Henig and global efficient solutions of
(CVEP), we introduce some notions of generalized convexity. Let f be a func-
tion defined on X which admits an upper convexificator ∂∗f(x). Adapting to
the definition of asymptotic pseudoconvex functions in [14] and L-invex-infine
on C at x ∈ C in [2], we introduce the following definition.

Definition 5.1 For λ ∈ Q∆(B), the triple functions (λFx, g, h) is called

asymptotic semiinvex-infine of type I at x on C iff for any x ∈ C, χ
(n)
k ∈

conv ∂∗Fk,x(x) (k ∈ J), ξ
(n)
i ∈ conv ∂∗gi(x) (i ∈ I(x)), η

(n)
j ∈ conv ∂∗hj(x) (j ∈

L), there exists v ∈ N(C;x)◦ satisfying

(a) Asymptotic pseudoinvexity-infine to λFx :

lim
n→∞

λk〈χ(n)
k , v〉 > 0 =⇒ λFx(x) > λFx(x),

(b) Asymptotic quasiinvexity-infine to g :

gi(x) 6 gi(x) =⇒ lim
n→∞

〈ξ(n)
i , v〉 6 0 (∀i ∈ I(x)),

(c) Asymptotic linearinvexity-infine to h :

hj(x) = hj(x) =⇒ lim
n→∞

〈η(n)
j , v〉 = 0 (∀j ∈ L).

Remark 5.1

(a) In case that C is convex, it can be taken v := x − x, as T (C;x) =
R+(C − x).

(b) If C is convex, λFx is pseudoconvex at x on C, gi (∀i ∈ I(x)) are
quasiconvex at x on C, ±hj (∀j ∈ L) are quasiconvex at x on C, then (λFx, g, h)
is asymptotic semiinvex-infine of type I at x on C.
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(c) If C is convex, λFx is asymptotic pseudoconvex at x on C, gi (i ∈ I(x)
are asymptotic at x on C, hj (j ∈ L) are asymptotic quasilinear at x (see [14]),
then (λFx, g, h) is asymptotic semiinvex-infine of type II at x on C.

Definition 5.2 Let M ⊂ Rr be a pointed convex cone such that Q \ {0} ⊂
intM . For λ ∈ M#, the triple functions (λFx, g, h) is called asymptotic

semiinvex-infine of type II at x on C iff for any x ∈ C, χ
(n)
k ∈ conv ∂∗Fk,x(x) (k ∈

J), ξ
(n)
i ∈ conv ∂∗gi(x) (i ∈ I(x)), η

(n)
j ∈ conv ∂∗hj(x) (j ∈ L), there exists

v ∈ N(C;x)◦ satisfying (a)–(c).

In what follows we shall give a sufficient condition for Henig efficient solu-
tions of (CVEP).

Theorem 5.1. Let x ∈ K. Assume that Fx(x) = 0, and
(i) There exist λ := (λ1, . . . , λr) ∈ Q∆(B), µi > 0 (∀i ∈ I(x)), γj ∈ R (∀j ∈ L)
such that

0 ∈ cl
(∑
k∈J

λkconv ∂∗Fk,x(x)+
∑
i∈I(x)

µiconv ∂∗gi(x)+
∑
j∈L

γjconv ∂∗hj(x)+N(C;x)
)
.

(17)
(ii) All but at most one of the upper convexificators ∂∗Fk,x(x) (k ∈ J) are upper
regular at x. Assume that the functions (λFx, g, h) is asymptotic semiinvex-
infine of type I at x on C.
Then x is a Henig efficient solution of (CVEP).

Proof By (17), there exist χ
(n)
k ∈ conv ∂∗Fk,x(x) (k ∈ J), ξ

(n)
i ∈ conv ∂∗gi(x) (i ∈

I(x)), η
(n)
j ∈ conv ∂∗hj(x) (j ∈ L), ζ(n) ∈ N(C;x) such that

0 = lim
n→∞

[∑
k∈J

λkχ
(n)
k +

∑
i∈I(x)

µiξ
(n)
i +

∑
j∈L

γjη
(n)
j + ζ(n)

]
.

Then, by the asymptotic semiinvexity-infine of (λFx, g, h) at x on C, there
exists v ∈ N(C;x)◦ such that

lim
n→∞

[∑
k∈J

λk〈χ(n)
k , v〉+

∑
i∈I(x)

µi〈ξ
(n)
i , v〉

+
∑
j∈L

γj〈η
(n)
j , v〉+ 〈ζ(n), v〉

]
= 0.

(18)

Obersve that for all x ∈ K, gi(x) 6 0 = gi(x) (∀i ∈ I(x)). In view of the
asymptotic quasiinvexity-infine of gi at x on C, for all x ∈ K, we have

lim
n→∞

〈ξ(n)
i , v〉 6 0. (19)
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Since hj(x) = 0 = hj(x) (∀x ∈ K), by virtue of the asymptotic linearinvexity-
infine of hj (∀j ∈ L) at x on C, it follows that for all x ∈ K,

lim
n→∞

〈η(n)
j , v〉 = 0. (20)

Due to v ∈ N(C;x)◦, one has

lim
n→∞

〈ζ(n), v〉 6 0. (21)

Since all but at most one of the upper convexificators ∂∗Fk,x(x) (k ∈ J) are
upper regular, by Rule 4.2 [7],

∑
k∈J λk∂

∗Fk,x(x) is an upper convexificator for

the function
∑
k∈J λkFk,x at x. Combining (18)–(21) yields that for all x ∈ K,

lim
n→∞

〈
∑
k∈J

λkχ
(n)
k , x− x〉 > 0.

In view of the asymptotic pseudoconvexity-infine of λFx(.) at x, we claim that
for all x ∈ K,

λFx(x) > λFx(x) = 0. (22)

Let us see that x is a Henig efficient solution of (CVEP). If this were not so, for
every open absolutely convex neighborhood U ⊆ VB of 0, by (3), there would
be

Fx(K) ∩ (−intQU (B)) 6= ∅. (23)

Lemma 4.5 [5] shows that for λ ∈ Q∆(B), there exists an open absolutely
convex neighborhood U0 ⊆ VB of 0 such that λ ∈ (QU0

(B))∗ \ {0} ⊆ Q∆(B).
Hence, there exists y1 ∈ K such that

Fx(y1) ∈ −intQU0
(B).

Therefore, λFx(y1) < 0 = Fx(x), which conflicts with (22). Consequently, x is
a Henig efficient solution of (CVEP).

In the sequel we give a sufficient condition for globally efficient solutions of
(CVEP).

Theorem 5.2. Let x ∈ K. Assume that Fx(x) = 0, and M ⊂ Rr is a pointed
convex cone such that Q \ {0} ⊂ intM , and
(i) There exist λ := (λ1, . . . , λr) ∈ M#, µi > 0 (∀i ∈ I(x)), γj ∈ R (∀j ∈ L)
such that

0 ∈ cl
(∑
k∈J

λkconv ∂∗Fk,x(x) +
∑
i∈I(x)

µiconv ∂∗gi(x)+

∑
j∈L

γjconv ∂∗hj(x) +N(C;x)
)
.
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(ii) All but at most one of the upper convexificators ∂∗Fk,x(x) (k ∈ J) are upper
regular at x. Assume that the functions (λFx, g, h) is asymptotic semiinvex-
infine of type II at x on C.
Then x is a globally efficient solution of (CVEP).

Proof By an argument analogous to that use for the proof of Theorem 5.1, we
get that for all x ∈ K,

λFx(x) > λFx(x) = 0. (24)

Let us see that x is a globally efficient solution of (CVEP). If x is not a global
efficient solution of (CVEP), then

Fx(K) ∩ (−M \ {0}) 6= ∅.

Hence, there exists y1 ∈ K such that

Fx(y1) ∈ −M \ {0}.

Since λ ∈ M#, it floows that λFx(y1) < 0 = Fx(x), which conflicts with (24).
Consequently, x is a globally efficient solution of (CVEP).

6. Conclusions

We derive Fritz John and Kuhn-Tucker necessary conditions for local Henig
and global efficient solutions solutions of vector equilibrium problems involving
nonsmooth equality, inequality and set constraints via convexificators. The
Kuhn–Tucker necessary conditions obtained here via convexificators can be
sharper than those expressed in terms of the Clarke subdifferentials. Under
assumptions on asymptotic semiinvexity-infine of type I or type II of the triple
(λFx, g, h), sufficient conditions for Henig and globally efficient solutions are
established. The results obtained in this paper are more general than those
obtained by Gong [5] for vector equilibrium problems with only a set constraint,
and those obtained by Long et al. [8] for vector equilibrium problems with
subconvexlike functions.
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